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ABSTRACT

This project will examine the area of trust on the Semantic Web and develop a

framework for publishing and verifying trusted Linked Data.

Linked Data describes a method of publishing structured data, automatically eeadabl
by computers, which can linked to other heterogeneous data with the purpose of

becoming more useful.

Trust plays a significant role in the adoption of new technologies and even more so in
a sphere with such vast amounts of publmigated data. Truss paramount to the
effective sharing and communication of tacit knowledigeslop, 2013) Up to now,

the area of trust in Linked Data has not been adequately addresspde dee
Semantic Web stack having included a trust layer from the very begi(itgand

Gil, 2007)

Some of the most accurate data ba Semantic Web lies practically unused, while
some of the most used linked data has high numbers of édavsri et al., 2013)

Many of the datasets and links that exist on the Semantic Web are out of date and/or
invalid and this undermines the credililitand validity, and ultimately, the
trustworthiness of both the dataset and the data pro{R@gabi et al., 2012)

This researchvill examine a number of datasets to determine the quality metrics that a
dataset is required to meet to be consi der
and utilized in the creation of laarning tooland a framework for creating trusted

Linked Data.
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1. I NTRODUCTI ON

1.1 Background

There can be no denying that the ways in which we share knowledge and information
have been transformed by the emergence of the Web. The barriers that once existed in
publishing and consuming information have been lowered, replaced witbnsged

search engines offering customized searches and inferred results based on-machine
learned knowledge.

Commonly, when data has been published on the Web it has been made available as
raw formats such as XML, CSV or marked up with HTML. The negatitecebf this

is that almost all of the structure and meaningesnanticsof this data is stripped out

and lost. TheSemantic Welaims to create the Web of Data, as an extension of the
existing Web of Documents. It can be seen as a set of best prdctistsmring data

over the Web for use by applicatiofl@uCharme, 2011)Linked Data emerged from

this grand idea, the fruit of desire for a more practical attitude with a reduced
emphasis on semanti@ideath and Bizer, 2011Bizer et al. se the Semantic Web as

the end goal with Linked Data seen as providing the means to reach thiigeakt

al., 2009)

The fied of Information and Knowledge Management is concerned with the
representation, organization, acquisition, creation and use of information and
knowledge (Jurisica et al., 2004)The linked data lifecycle (fig. 1) mirrors this
definition (Villazon-Terrazas et al2011) Therefore, the techniques chosen for both
acquisition and representation together with the quality of their application can
determine to what degree a particular endeavor will succeed. These ontological
representations operate as a surrogateeakworld entities(Davis et al., 1993)by
explicitly expressing the concepts and relationships of Linked [&itaka, 201Q)
Ontologies are therefore paramount in describing the structure and semantics of data
(Fensel, 2003)
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Fig. 1L1: Linked Data lifecyclgVillazon-
Terrazas et al., 2011)

The growth of Linked Data is undeniable. Between 2007 and September 2010, 203
datasets were publishedntaining almost 27 billion RDF triples, of which 395 million
were RDF links(Bizer et al., 2010)By the following year, this had risen to 295
datasets, 31 billion triples and 503 million RDF lir(B3zer et al., 2011) This rise in

the number of datasets being published would indicate that Linked Data is widely seen
to be a step in the right direction. In recent times, many library institutions such as the
Library of CongresgLibrary of Congress, 2012nd WorldCa{Dishangj, 2012)have
published large datasets of Linked (Open) Data.

While there is visible growth in the Linked Data cloud (fig. 2), a number of concerns
are raised regarding its usage. Semantic Web technologies have existed for a number
of years, however thavailability of these tools has had only modest impact on the
development of real world applications to dékausenblas, 2009)n a study by

Moller et al, examining a number of large LOD datas it was seen that there has
been no increase in the requests for semantiq Metieer et al., 2010)Hausenblas and
Karnstedt contend that an understanding of the requiremami the challenges
concerning the use of Linked Data is abggtdusenblas and Karnstedt, 2010jith

such tremendous growth in freely accessible interconnected data across a broad range
of disciplines, the potential of this vast universe of data has, to date, been left

unexploitedPedrinaci and Domingue, 2011)
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Trust plays a hugely significant role in the adoption of new technologies and even
more so in a sphere with such vast amounts of pubdidgted data. Trust is
paramount to the effective sharing and communicatiotaat knowledge(Hislop,

2013) It is defined as the belief an entity has in the behavior of others and the
assumption that they will honor their obligations. Up to ndwg &rea of trust in
Linked Data has not been adequately addressed, despite the Semantic Web stack (fig.
3) having included a trust layer from the very beginrifugz and Gil, 2007)

Many of the datasets and links that exist on the Semantic Web are out of date and/or
invalid and this undermines the credibility and validity, und ultimately, the
trustworthiness of both the dataset and the datager (Rajabi et al., 2012)Datasets

should provide users with a means to assess the trustworthiness of the data within. This
raises many questions on the provenance, reliability and believability of the data.

Therefore, to answer these questions we need to assess trustworthiness of data.

This research hopes to examine a number of datasets to determine the quality metrics

t hat a dataset i's required to meet to be
assessed and utilized in the creation of an application which evaluates the tngst rati

of a dataset and will be published to the web alongside a framework for creating
trusted Linked Data.



1.2 Description

The principles of Linked Data are widely documen{BdrnersLee, 2009) In 2009,

Tim BermersLee published a 1|ist of five attribu
Sshould possess for I t (Beonerdbee, 2000)Uhisywax onsi de
subsequently amended in 2010, with a note suggesting the requirement for a sixth
property, related to providing etadata for this linked data. Clearly, the quality,

characteristics and challenges of linked data are still evolving.

To examine this further, Pipino et al. suggest an approach based on an objective
assessment of the data using predefined criteriasobjactive assessment of how the

data has been put to uggipino et al., 2002)Opinion is divided within the linked data

community on precise Linked Data quality metrisemanticweb.com, 2011pespite

t his, many agree on data being assessed s
quality being a measure of fitness for use ispacific application(Chapman, 2005)

This mirrors the point made previously by Waargl StrondWang and Strong, 1996)

This is strongly aligned with the Linked Data spirit of focusing on the "what" and
"why" of semantic relationships rather than the "how". Linked Data is concerned with
using the Web to connect related data that wasn't previously linked, or using bhe We
to lower the barriers to linking data currently linked using other methods. More
explicitly, Wikipedia defines Linked Data as "a term used to describe a recommended
best practice for exposing, sharing, and connecting pieces of data, information, and
knowledge on the Semantic Web using URIs and RQ@Wkipedia, 2013)

The library field has significant familiarity with being a producer of kigfality
structured data, naturally complementing the area of Linked (pwath and Bizer,

2011) Highly-curated and highlrusted library linked datasets, such as OCLC
WorldCat or Europeana data, represent a model for trusted linked data. It is hoped that
by canparing these resources with those more freely contributed ¢oofwd-sourced

by the general population, but letsgsted, such as DBpedia, it will be possible to
ascertain the characteristics of trusted datasets and develop an understanding of the

principles of trust that are at work.



Zaveriet al. have identified a number of trust dimensions which should be examined
when determining the trustworthiness of Linked D@averi et al., 2012)Examples

of these metrics includgrovenance verifiability, reputation believability and
licensing These combine both objective and subjectiveityuadetrics and represent a
thorough analysis of the trustworthiness of a dataset. Some of the metrics which could

be examined include:

Provenance This relates to contextual metadata that details how data is
represented and managed and, importantly, dhigin of the source. In
examining provenance, we are assessing the trustworthiness, credibility and
reliability of the data which will lead to trusted data being adopted and used

further. This can be evaluated by both objective and subjective means.

Verifiability: Thisisthef degr ee and ease with which t
checked f or (Bizemanad @yganiake 2081§irusted data is data

which has been verified to be correct. In many instances verifiability can be
measured objectively but subjective asses# is also valuable. Verifiability

can be examined by an unbiased third party or by employing digital signatures.

Reputation This is a subjective judgement made by a user or group of users,
determining the integrity of the data source. Often, a susf@community is
used to define the reputation of a data provider. Based on this reputation score,

the user makes a judgement on the trustworthiness of the data presented.

Licensing This is the granting of permissions to reuse the dataset under
specific conditions. This is closely linked to provenance and encourages trust

and reuse by informing data consumers of their legal rights in using this data.

Thorough research into the field of Linked Data and a comprehensive literature review
will be conductd as a preliminary stage. Following this, interviews of a number of
Library Linked Data experts will be conducted with an emphasis on determining the

characteristics of trusted data. It is hoped that these interviews, combined with the



outcomes of the ingal research will shape the designedirning materialvhich can be

usedto assist the creation of trusted Linked Data

The application will evaluate the aforementioned datasets by taking random samples of
RDF data from each dataset and rating themnagdinese Linked Data trust metrics
through user interaction. It should be relatively straightforward to measure much of the
data objectively and subjective assessment of the data can be examined in the form of

weighted questions.

Objective &
Subjective
Assessment of
Datasets

Research &

. : Interview
Literature Review SiVIE

Creation of new
Linked Data learnindegeed Analysis of Method G
material

Findings &

Conclusion

By examining and asssing these datasets using these metrics it is hoped that a
framework or trust maturity model, akin to Tim Bernere e 6s 05 St ar 6 mode
developed and published on the web. This could lead to the development of the notion

o f Trasted Data Seal #pprovab whi ch coul d be used by dat
their data and reputation but also act as verification of data quality by parties
considering using a particular dataset. This would serve the purpose of increasing both

data usage and data trushile creating a feedback loop which enhances the Semantic

Web generally.



1.3 Aims and Objectives

The aim of the project is to assess and evaluate the features of trusted, quality Linked
Data. Through the effective execution of a suitable experithentesearch will detail

the characteristics of trusted Linked Data datasets and summarise these into a
framework that can be reused in the creation of trusted linked data.

1. Review the Semantic Web landscape

2. Investigate the standards and tools requirgoréoluce, manipulate and exploit
this data
Investigate the current research in the field of Linked Data

4. Survey and interview expert within the field of Linked Data

5. Develop experiment to ascertain appropriate trust metrics for quality Linked
Data

6. Developlearning material in conjunction witthata trust metrics

7. Document and evaluate the findings of this experiment

8. Make recommendations for further research in the field

1.4 Thesis Roadmap

Chapters 2 and 3 provide the main literature review for this reseal@dpte 2
explains and introduces the ideas of the Semantic Web and Linked Data, and their
relationship to Knowledge Management. Chapter 3 explores the notion of trust in

semantically markedp data.

Chapter 4 explores the nature of believability in Linkzata and identifies the five

datasets that will be used as part of this experiment.

Chapter 5 discussed the technological deployment of the Virtuoso SPARQL triplestore

and explains how to load data into the system.



Chapter 6 outlines the survey that wasnder t ak en to assess p e
understanding of trustworthiness in Linked Data, and helps support findings in existing

literature.

Chapter 7 presents the technolamented assessment of the datasets using the
Virtuoso system to explore objectlyemeasureable characteristics of the datasets.

Chapter 8 focuses on the development of a framework embodied as instructional
materials to capture some of the key fiknow

of Linked Datasets.

Finally, Chapter 9 presé¢s the conclusions of this research and some future directions

that this research may be taken in.



2. KNOWLEDGE MANAGBRAMBNTHE
SEMANTI C WEB

2.1 Introduction

Until recently, much of the data published on the Web has been made available in raw
document érmats such as XML, CSV or text, marked up with HTML. The negative
effect of this is that almost all of the structure and meaningemmanticsof this data

is stripped out and lost. The Semantic Web aims to creaté/éieof Dataas an
extension of thexistingWeb of Document§he Semantic Web can be seen as a set
of best practices for sharing data over the Web for use by applicéboa@harme,

2011) That is, to make the web more accessible to computers.

In order to make this Web of Data a reality, it is first necessary to publish large
amounts of data on the Web, making this available in a standardized format,
accessible anthanageable by Semantic Web tools. To avoid simply creating a large
collection of datasets, it is necessary to make the relationships between the data
available also. This collection of interlinked datasets available on the Web is known
asLinked Data Linked OpenData (LOD) is Linked Data that is published under an

open license.

Linked Data can be seen as a reference implementation of the Semantic Web,
providingiha publ i shing paradigm in which not
afirstclasscitize o f t (Heath¥rs Biver, 2011)Bizer et al. see the Semantic

Web as the end goal with Linked Data sesrenabling the means to reach that goal
(Bizer et al, 2009) In 2009, Tim Bernertee introduced & Star rating systerfor
publishing data on the Semantic Web and suggested data publishers follow these

design principlegBernersLee, 2009)

The Semantic Web enables a new frontier of decentralized knowledge management
by enhancing information flow with machipgocessable metada(@ayzer, 2004)
Since the vision for the Semantic Web was explicitly laid out in Z8@0nersLee,

on



2000) Semantic Web technologies have undergone rapid advancement and the

Semantic Web community has witnessed tremendous growth in scale and diversity.

2.2 The State of the LOD Cloud

The growth of Linked Data is undeniable. Between 2007 and September 2010, 203
datasets were published containing almost 27 billion RDF triples, of which 395
million were RDF links (Bizer et al., 2010). By the following year, thésl risen to

295 datasets, 31 billion triples and 503 million RDF lifB&er et al., 2011)This

rise in the number of datasets being published indicates that Linked Data is widely
seen to be a step in the right directionrdnent times, many library institutions such

as the Library of Congresd.ibrary of Congress, 2012and WorldCat(Dishongj,
2012)have published large datasets of Linked (Open) Data.

While there is visible growth in the Linked Data cloud, a number of concerns are
raisal regarding its usage. Semantic Web technologies have existed for a number of
years, however the availability of these tools has had only modest impact on the
development of real world applications to déittausenblas, 2009)n a study by

Moller et al, examining a number of large LOD datasets, it was seen that there has
been no increase in the requests for semantic(t&iler et al, 2010) Hausenblas

and Karnstedt contend that an understanding of the requirements and the challenges
concerning the use of Linked Data is abqéfdusenblas and Karnstedt, 2010jith

such tremendous growth in freely accessible interconnected data across a broad range
of disciplines, thepotential of this vast universe of data has, to date, been left
unexploitedPedrinaci and Domingue, 2011)

Trust plays a hugely important role in the adoption of new technologies and even
more so in a sphere with such vast amounts of publicly created data. Trust is
paramount to the effective sharingdacommunication of tacit knowleddglislop,

2013) It is defined as the belief an entity has in the behaviour of others and the
assumption that they will honour their @ations. Up to now, the area of trust in
Linked Data has not been adequately addressed, despite the Semantic Web stack (see

Figure 3) having included a trust layer from the very begin(mtz and Gil, 2007)

1C



There are many examples of Linked Data applications that users interact with on a
daily basis without being aware of it Go
severalines of textthat gopear under every search result andeasignedo givetheir

users a sense for what is on the page and wlsg/ nélevant to their queryMany

cultural heritage institutions, such as libraries and museums, draw additional data

from external sourcesising Linked Data. Examples of this include geographical
information or bibliographic information which embellishes the search experience for

the user. In recent times, many public organisations have begun publishing Linked

Data which has prompted @oliferation of mobile apps which harness this public

information for the benefit of the public.

However, nany of the datasets and links that exist on the Semantic Welutoé
date and/or invalid whicindermineghe credibility and validity, ad ultimately the
trustworthiness of both the dataset and the data pro{Rejabi et al, 2012)
Datasets should provide users with a means to assess the trustworthiness of the data
within (Dai et al., 2008)This raises many questions on the provenandabiigly and
believability of the data. Therefore, to answer these questions we need to assess

trustworthiness of data.

2.3 The Semantic Web and Knowledge Management

Knowl edge Management ( KiMé processs of taptwing, def i ne
distributing, ard effectively using knowledg€Davenport and Prusak, 2000)his

definition is in agreement with that of Bh&2001)who defines KM as the process of

knowledge creation, knowledge validation, knowledge formatting, distribution and

knowledge application. These séggare depicted in Figure 2.1.

Knowledge Knowledge Knowledge Knowledge Knowledge
Creation Validation Formatting Distribution Application

Figure 2.1 Knowledge Management process activities Bhatt (2001)

11



The process of turning data into knowledge is a complicated task. Data is considered

to be basic statements or raw facts, information is when this informagi®rbeen

structured and knowledge is considered to be the understanding of this information.

Nonaka and Tekenucki997)discuss stt e ibfdrmaation 8 a flow of messages,

while knowledge is created by that very flow of information anchored in the beliefs

and commitment o f its hol der . This [ é] en
related to hisntanteptascedlaboam ed on i n Nonakads
Knowl edged (Figure 2.2).

Dialogue

Socialization Externalization

Field Building Consolidating

Internalization Combination
Learning by Doing

Figure 2.2 Spiral of Knowledge (SECI model) Nonaka and Teker{i©hir)

InNonakadbés spiral, tacit knowl edge can be
interpersonal communications (socialization), and subsequently converted to explicit
knowledge through the use of metaphors, analogies, diagrams etc. (externalisation).
Explicit knowledge can be evaluated, analysed, enhanced and combined with other
knowledge (combination) to simulate new insights and ideas, creating knowledge.
Finally, explicit knowledge can be converted back into tacit knowledge
(internalisation) through learningnd experience. The process repeats and with each
iteration, a deeper knowledge is created.

Therefore, data, prior to becoming information, is in a raw state and is not connected
in a meaningful way to a context or situation. Knowledge is the result of
understanding patterns in information and the ability to synthesize new information
based on these patterns. As demonstrated in figure 2.3, when knowledge is
accumulated over time, one can learn to understand patterns and principles in human
action so thatknowledge can be put in context, combined and applied appropfiately
(Bellingeret al, 2006)
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Figure 2.3 DIKW flow(Bellinger et al., 2006)

As a knowledge organisation becomes efficient in the task of processing data it ca
create more information. There can exist, however, an issue related to the perception
or interpretation of this data. The perception of this information is a subjective
process, reliant on the interpretation of the person, or machine, being presehted wit
the data. The process of converting data into knowledge should be as swift as possible
Bhatt(2001)

Technical documents and instructional material can enable the process of turning data
into information, which in turn can become knowledge. The techniques chosen for
both acquisition and representation of knowledge, together with tHigyqoiatheir
application can determine the degree to which a particular endeavour will succeed.
Similarly, the techniques chosen for the representation of data on the Semantic Web

will decide its ultimate success.

As previously identified, trust signife a thorny issue on the Semantic Web
|l andscape. | t brustds the sirgle mast imporeant precondition fér
knowledge exchange(Rolland and Chatel, 2000) A lack of trust was also

recognised by Davenport and Prug2B800)as a barrier to knowledge management.

With the personal interpretations of data and information contributing so much to the
succes or failure of a knowledge management endeavour it is imperative that
technology does not remain the focus of our considerations. Bhatt advoPatesia

ProcessTechnologymodel of knowledge management (figure 2.4). It is stated that
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placing too high aemphasis on the technological aspects is insufficient and that only
by applying the focus to the interactions between people and process will knowledge

management succe@dhatt, 2001)

People

A

Technology Process

v

Figure 2.4: People, Process and Techno(@&iatt, 2001)

2.4 The Semantic Web and Linked Data Technologies

This section serves to outline a number of the significant technologies that underpin
Linked Data and the Semantic Web. Thesehnelogies will be introduced with
reference to the Semantic Web technology stack and then briefly described for the

benefit of those unfamiliar to the concepts.

Partof Bernerd e e 6s or i gi n al(2000)wad tlmanit slodld be bsed toNe b
publish, share and linklata The Semantic Web is not simpboncerned with
connecting datasets, but about linking information at the level of a single statement or

fact.

In 2006, Bernertee published four principles for the linking of data:
1. Use URIs as names for things
2. Use HTTP URIs so that people can look upsinames
3. When someone looks up a URI, provide useful (RDF) information
4. Include RDF statements that link to other URIs so that they can discover

related things
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From this it can be seen that the technology that provides the foundation for much of
the Semarnt Web technology stack (Figure 2.5) is taiform Resource Identifier

(URI). A URI is a string of characters used to uniquely identify a resource on the
Web. They can be used to identify resources such as people, places and organisations,
and then use vietechnologies to provide some meaningful and useful information
when these URIs are | ooked up. This Ousef L
various different encodings or formats. The most common standard for encoding this
information on the SemantWeb is to use RDF (Resource Description Framework).

RDF is a World Wide Web Consortium (W3C) standard that offers a very simple way

of encoding data based upon making a series of statements about resources. These
statements create a relationship betwé&®n objects by way of a property, or
predicate Formally, these statements take the fa@ubjectpredicateobjectand are

k n ownt rai spJuét as HTML provides a standard for linking documents on the

web, RDF provides a standard way of linking datahenSemantic Web.

User Interface & Applications

Trust

Proof

Unifying Logic |

Ontology:
Query: OowL Rule: o
SPARQL RIF a
RDFS g

Data interchange: I
RDF

XML |

URI/IRI |

Figure 2.5: Semantic Web technology stack

The fundamental concepts of RDF aesourcesproperties statementandgraphs

The resource is the object at the centre of the description, i.e. what is being described.
Every resource musbe described with a URI. This URI does not need to be
dereferencableor accessible on the Web, but it is generally considered to be good

practice(Antoniou and Van Harmelen, 2008 ropertiesdescribe relations between
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other resources, e.g. created by, is a, located istafemenis the entityattribute

value triple consisting of the resourgepperty and value. The value can either be
another resource orléeral value. The example in Figure 2.6 uses a literal value but

this could be replaced by another resource URI, e.g. that of Tim Bé&rrers 6 s F OAF
page. Agraphis a set of RDF statementhat have been grouped together, whereas a

named graplis a set of RDF statements that have been provided an identifier.

Statement:

Resource (Subject) Property (Predicate)

dc:creator
httpZAwww.w3.org/Designissues/LinkedData.html > "Tim Berners-Lee"

Value (Object)

Figure 2.6 A RDF statement represented graphically (source: author)

The example from Figure 2.6 can be represented in RDF foltbering manner:

<rdf:Description rdf:about="http:/Mmw.w3.org/Designlssues/LinkedData.html">
<dc:creator>Tim Bemers - Lee</dc:creator>
</rdf:Description>

Other syntaxes, aserializations of RDF, such as RDF/XML, Turtle, N3,-WNriples
and JSON, are t#n preferred as they provide a more husreadable form of RDF
(Deckeret al, 2000)

In order to allow for querying of this RDF data, where there will often be hundreds of
thousands of RDF statements and files, it is neceswargtore this data in a
triplestore A triplestore is a specialised database for the storage and retrieval of
triples and queried via the SPARQL query language. The following represents a
SPARQL query to DBpedia to find all landlocked countries with a [adioun greater
than ten million, return a list of countries, in the English language, and their

respective population.

PREFIX type: <http://dbpedia.org/classlyago/>
PREFIX prop: <http://dbpedia.org/property/>

SELECT ?country_name ?population

WHERE {
?country a type:LandlockedCountries ;

16



rdfs:label ?country_name ;
prop:populationEstimate ?population .
FILTER (?population > 10000000 && langMatches(lang(?country_name), “en")) .
} ORDER BY DESC(?population)

In an RDF contextontologies are the vocabularies and structures that embody the
predicate (property) relations that enable data to be transformed into Linked Data
graphs. An o nt od spegiffcationsof adcenteptuabzdtiv@rabe, i

1993) Ontologies aim to make knowledge explicit by expressing concepts and their
relationships. They define the common terms and concepts used to describe and
represent an area of knowledge or collection of information about data and how the
data is elated(Wanget al, 2004) Thus, ontologies provide a method for establishing

a semantic structure and provide context to the dajaastion(Fensel, 2003)

Alongside the use of existing ontologies, the data provider shexddhine how
entities in the daset can be linked to entities in other datasets. This follows the
fourth Linked Data principle presented by Berreeg, by linking to other URIs so
that users can discover morBDF links between entities in different datasets can be
specified on twodvels: the instance level and the schema level.

On the instance level links can be made between individual entities (e.g. people,
places, objects) using the propertiesl:sameAsand rdfs:seeAlso The property
owl:sameAss used talenotethat two URI réerences actually refer to the exact same
entity. Therdfs:seeAlsoproperty specifies that more relevant information can be
obtainedby following the link.The following contains an extract from the FOAF file

of Tim BernersLee (BernersLee, 2011)

<rdf:Description rdf:about="http:/Amww.w3.org/People/Berners - Lee/card#i">
<owl:sameAs rdf:resource= "http:/fidenti.ca/user/45563"/>
<foaf:knows rdf:resource="#d;"/>
</rdf:Description>
<foaf:Person rdf.about="#dj">
<rdfs:seeAlso rdf:resource="http:/Aww.grorg.org/dean/foaf.rdf'/>
<foaf:mbox_shalsum>6de4ff27ef927b9ba21ccc88257e41a2d7e7d293</
foaf :mbox_shalsum>
<foaf:name>Dean Jackson</foaf:name>
<ffoaf:Person>

On the schema level, which contains the vocabulary used tifckagsinstancdevel
items, relationships can beonveyedusing RDFS, OWL and the SKOS vocabulary.
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The RDFS propertiesdfs:subPropertyOéndrdfs:subClassO€an be used to declare
relationshipsbetween two properties or two classes from differemtologies as

shown below.

@prefix dbp: <http:/dbpedia.org/ontology/> .

@prefix rdfs: <http:/Aww.w3.0rg/2000/01/rdf - schema#> .
@prefix owl: <http:/Amw.w3.0rg/2002/07/owit> .

@prefix mo: <http://purl.org/ontology/mo/>

<actedIn> rdfs:subPropertyOf dbp:starring
<hasChild>  rdfs:subPropertyOf dbp:parent .
<isCitizenOf> rdfs:subPropertyOf dbp:nationality .

dbpedia - owl:RecordLa bel rdfs:subClassOf mo:Label .
<http://rdf.freebase.com/ns/music.record_label> rdfs:subClassOf mo:Label .

In the Semantic Welmntologies are senstructured and depict an open world, which
means that an ontological model can grow with the data andhdbeged to contain
every existing realorld entity from the outset. An ontology model can be merged
with another ontology model thus they can be viewed as modular.

For a many years, the existence of metadata has been widely considered as a
verification of accuracy and trustworthiness, as bad or incorrect metadata can lead to
the resource being undiscoveraffark, 2009) Commonly used metadata ontologies
include DCMI and MODS. The focusf ahese standards has long been the
classification by libraries of information resources to aid discoverability and therefore
usage. However, these vocabularies have seen widespread usage across a broad range
of fields.

The Dublin Core Metadata InitiativeDCMI) offers a core metadata vocabulary,
commonly known as Dublin Core. The 15 elements of Dublin Core are broadly
defined and contain no strict specifications regarding the range of values that an
element can be assigned. In 2010, the Dublin Core vtarghbuas further extended to

55 elements. This extension of the vocabulary is knowerassand bears the prefix
dctermsor dct The following is arexample of a metadata recditht demonstrates

these vocabularies

ex:doc2 dct:titl e fWhavaniag ekmreaw!|?edge
ex:doc2 dct.creator ex:peter .

ex:doc2 dct:cre@2®e30fA2012

ex:doc2 dctpublisher ex:dit .

ex:doc2 dct:subject ex:knowledge .

ex;doc2 dct:issR-dé&ofi2012

ex:doc2 dctreplaces ex:docl .
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ex:doc2 dct:format APDFO

The examfe above demonstrates how DCMI includes two forms of metadata,
description metadata and provenance metadata. The description metadata in the above
example would include thdct:title, dct:subjectand dct:format whereadict:creator,

dctiissuedanddct:replaceswould be considered provenance metadata.

In April 2011, the W3C Provenance Working Group began developing a specification
for the interoperable exchange of provenance information in heterogeneous
environments such as the Web. In April 2013, the ViP3@®enance Working Group
published a family of specifications known as PROV. PROV consists of a number of
specifications such as the PROV data model (PRDA) and the PROV ontology
(W3C, 2013)

These metadata vocabularies are in fact, knowledge representation language. They
allow the inference of additional information from the explicitly stated information.
Such inferences give publishers of data the potential to create a basic degree of

believability regarding the published data.

2.5 Conclusions

This chapter provided an overview of the Semantic Web and its relationship to Linked
Data. Following this some of the key papers that relate to the LOD cloud were
presented. Next the relationship beem Knowledge Management and the Semantic
Web were explored. Finallysome of the technology associated with the Semantic

Web and Linked Datasets were discussed.
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3. TRUST ON THE GEWRBTI

3.1 Introduction

This chapter examines trust on the Semantic Webxploring the existing research
conducted in the area. The goal of this chapter is to explore some of the dimensions
that can potentially be used for the experiment element of this project whose key
focus is looking at how people determine which semangb sources they have
confidence in. Section 3.2 introduces the concept of trust as it specifically relates to
online or webbased content. Section 3.3 discusses the topic of data quality and fitness
for use, with an emphasis on the trust dimensionstidde8.4 examines various
dimensions to Semantic Web trust at both an objective and subjective level. Section

3.5 discusses the use of a trust assessment model for use in the Semantic Web.

3.2 What is Trust?

Trust has long been a research topic withia fleld of computer science. The
definition applied is often specifically catered towards the research being conducted
but in order to provide a broad understanding, a number of definitions of trust will be

provided.

A[ Tr ughe mutual] confidence tha oneds vul nerabi |l

exploitedo (Barney and Hansen, 1994, p. 177)

A[ Truat subjective expectation an agent

behaviourbased on the history of their encountél®4ui et al, 2002)
fATrust is the firm belief in the competence of an entity to act dependably,

securely, and reliably within a specified contexttGrandison and Sloman,
2000)
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While each of these definitions provides a sound description of the term, & Hesm

an aggregation of the three would be most appropriate when discussing trust in data
sources. The initial definition should be considered the most basic requirement of a
trust relationship. The additionmd aredinit

Abelief A map directly to the trust <charac:

Trust is an essential component of the initial Semantic Web vision, described by
BernersLee (2000) Since the outset, the Semantic Web stack (fig. 3.1) has included a

trust layer, responsible for representing the logly logic and proof layers below it.

Rules Trust
Data Proof o
2
Data Logic S
Self- a
desc. Ontology vocabulary 8
on
doc. RDF + rdfschema a
XML + NS + xmlschema

Unicode

Figure 3.1 The Semantic Web Stg8ernersLee, 2000)

Often in technology circles, the notion of trust refers to the technology and tools in
place to verify that the source of an information statement is actually who it claims to
be. Commonly, encryption mechansmand digital signatures allow for any
individual to verify these sources of informati(®tallings et al., 2008Regardless of

the existence of these tools, any information provider should be in a position to
provide the consumer of that information with proof that cestiftee origins of the

data, rather than expect the consumer to generate these proofs themselves in what
could be a computationally expensive process. The concept af the e ethafA 6 s
fianyone can say anything about anythirfg3.org, 2002)makes the web a unique
source of information, but there is a requirement to understand where one is placing

their trust.
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As the Semantic Web develops and becomes more centred around agents and
reasoning algorithms, trust plays a more prominent role. In the world of Linked Open
Data, computer applications will be responsible for making quality and trust
judgmentson a range of diverse data sources, which contain data of varying degrees
of quality. In everyday life, human web users make routine decisions about which
data sources to rely on when presented with numerous sources as a response to a
guery. These source&smn vary from blogs to academic institutions, governments to
corporations, and objective reports to opirb@ased editorial pieces. The decisions
made by humans are often then based upon prior experience and knowledge of a
sourceos p e r ¢ eni ivaryd circunsstpneds,astich cas in science and
commerce, these decisions are formed based upon following a set of policies and

procedures in respect to publicly available data and services.

These important trust judgments are currently in the hands ofrtsuomethe Semantic
Web. This is not the vision of the Semantic Web as initially outlined by Betmeers
(BernersLee, 2000) In the Semantic Web, humans will not be the singular consumer
of information and data. Agents will need to be able to automatically make trust
judgments to choose a service or infotim@a source while performing a task.
Automatic reasoners will be expected to judge which of the diverse information
sources available, often providing varying results and contradictions, are most

acceptable as a response to a qidgpeler et al., 2011)

3.3 Data Quality and Trust

As discussed previously, the development and formalization of Semantic Web
technologies has led to an exceptional growth in the amount of data being published
on the Welas Linked Open Data (LOD). Such increased volumes of information can

certainly be considered as a step in the right direction. This deluge of information
covers a staggeringly broad range of topics and domains, but unfortunately also

reveals a large vatian in data quality. However, it would not be prudent to discount
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datasets with quality issues as even data with some quality issues can be of use in

certain applications, as long as the quality was within a required range.

This is in line with the typial view that data quality should be considered as its
Afitnes sWahgand Sireng, Ad996Any information under quality review

should be subject to both an objective and subjective asseghpno et al, 2002)

This is an important consideration as a thorough quality review is concerned with not

only the objective pperties of the data but also those characteristics perceived by the
consumers of the data. This is of particular significance when dealing with a
subjective property such as trustworthiness. Trust can be seen as one indicator of data

quality. This view $ held by Hartig who states th@atWe under st and trust w
of Semantic Web data as 4dHarig, 2010 r i on of i nf

Existing research on the subject has developed the notion of gdiatignsionsor
criteria, which contain metrics and measures that are relevant to the consuheer of t
data when assessing data qualiyyang and Strong, 1996)These metrics are

heuristics that are intended to fit a specific assessment sitRtmpnoet al, 2005)

There has been much research on the subject of data quality generally but, to date,
little of this provides a singular focus on theitopf trust. Nonetheless, many of the
studies up to now feature attributes that together can form a trust dimension even if

they have not explicitly been identified as so.

The following sections investigate this topic further in detail by examining olgect
and subjective assessment metrics for measuring trust in Linked Data. While there are
many papers available that discuss Linked Data quality, those papers that did not deal

explicitly with the characteristics of trust were not considered for review.

3.4 Assessing the Trustworthiness of Data and Data Sources

As stated previously, trust can be seen as being an indicator of data quality. Thus,

datasets perceived to be of high quality can hope to achieve high levels of trust.
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Having identified trust as a&haracteristic of high data quality, it is worthwhile

examining the attributes that contribute to the notion of trusted information.

Much of the early work in the domain of data quality remains relevant to the field of
Linked Data and much of this eargsearch forms the basis for current best practices.
As introduced above, the notion of trust is neither objective nor subjective and that
there are aspects of both that contribute to the ultimate decision on whether the data
can be considered trustworthy.

Wang and Stron@1996) have classified datquality dimensions under the headings
of Intrinsic, Contextual Representationahnd Accessibility Hartig and Zha@2009)
have categorized data quality dimensions into three categdCiestentbased
Contextbased and Ratingbased dimensions. Zaveri(2012) elaborates on the
categories created by Wang and Strong by addimgust category. This is divided
into five trust dimensions (Figure 3.2Provenance, Verifiability, Reputation,
BelievabilityandLicensing

By taking Zaveribos five trust di mensions
of data quality literature, it is hoped that there can be some consensus achieved on the
metrics that should be utilized in reviewing the trustworthiness kédirata.

Some of these dimensions cannot solely be assessed objectively or subjectively. In a

number of cases, there will be a combination of metrics in place for examining trust

qualities of the data under scrutiny.
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Figure 3.2 Linked Data quality diemsiongZaveri et al., 2012)

3.4.1Provenance

Studies show that one of the main fastthat influence the trust of users in Web

content isProvenancgArtz and Gil, 2007)and the literature broadly agrees on this

metric. Provenace i s a very speciali zedarécord m of me
that describes entities and processes involved in producing and delivering or
otherwise influencing that resouce ( W3 , 2005) . Thus, a commor
guality assessment isghanalysis of provenance information. Tan concurs with this

vi ew, Iefor@ationmlgput firovenance constitutes the proof of correctness [...]

and [...] determines theé¢lamqa0@) i ty and amoun:

Provenance information about a data item is information about the history of the item,
starting from its creation, including information aboité origins. Tan (2007)
distinguishes two granularities of provenancélorkflow (or Coarsegrained)

provenance andata (or Fine-grained provenance. Flemming2010) identified
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provenance as one tife primary considerations when assessing the quality of linked
data and data sources. Golbg2R06) also states that provenance tracking is useful
when the trustworthiness of linked data is at issue. Although Wang and §189&)

list the importance ofraceabilitywithin their study it was subsequently excluded as
one of the final metrics. Given the recent supgdhao and Hartig, 2012pr this
metric within the Semantic Web community it is clear that this should be a

consideation.

There are a number of methods that can be utilized to assess the provenance of a data
source or dataset. Flemmiig010) suggests the checking for the existence of basic
provenance information, such as title, content and URI, within the dataset is one

metric.

However, trust assessment becomes challenging when the consumers of this data are
applicatons and machines. In order to automate the allocation of trustworthiness
measures, it must be possible for trust values to be associated with different properties
of the data such as the actual data content, the source of the data, how recently the
data fas been updated, the ontologies being used, and the creator, and for these, trust
values be merged together to assess trust in the actual data. For example, there may be
multiple Friend of a Friend(FOAF) files for an individual that describe their social
profile in Resource Description FramewofRDF), but the one that is most trusted is

the one available on their faculty website. This is because the trustworthiness of the
source, their university, is higher than that of the other sources. Differenletralst

may also be assigned to sources relative to their contents. For example, a laboratory
may be trusted with information about a possible contagious infection but may not be
trusted with respect to its financial predictions. Ja@ilal. (2011)suggests that the

trust associated with any Web data is some combination of these different trust values
associated with the content of the data as well as metadata about the data such as its

source, creator, etc.
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3.4.2 Verifiability

Verifiability is descr b e dtheadsgre@ by which a data consumer can assess the
correctness of a dataset and as a consequence its trustworthifzeseeri et al,

2012) This metric is closely linked with provenance and the term used synonymously
by Flemming (2010) The usage of a dedicated provenance vocabulary is also
considered to be measure of verifiabil{fiemming and Hartig, 2010}t is listed by
Zaveri(2012)under the heading of verifiability but clearly also related to provenance.
While verifiability and provenance are linked, they remain individual dimensions. In
many cases, such as a large heterogeneous dataset, the accuracy of thg data ma
be immediately verifiable without some statistical analysis. In cases such as this, the
usage of a trusted methodology and ontology, not exclusive to provenance, can go a
significant distance as a guarantee of qualByuce and Hillmann, 2004) This

metric becomes important when a dataset contains information with a low

believability or reputation.

Verifiability is a trust dimension that can be measured subjectively by a trusted,
unbiased third p#y or objectively by the presence of a digital signa{i#emming,

2010) Bizer (2007)suggests a subjective assessment by verifying the correctness of
the dataset. Flemming2010) recommends verifying the publisher information
subjectively. Wang and Stror{@996) also make reference to verifiability under the

term Traceability, which was eliminated &m the final criteria selected for use.

3.4.3 Reputation

The trust dimension with broadest agreement across the existing literature is
reputation (see Figure 3.4). Reputation is defineias j udgment made by
determine the integrity of a sourck is mainly associated with a data published, a

person, organization, group of people or community of practice rather than being a
characteristic of a dataset. The data publisher should be identifiable for a certain
(part of JZavariethlg 20823 et 0O
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fiReputation and trust on the semantic web have been gaining particular attfmtion
their application to questions of provenangeé provenance alone does not give any
information about whether the specified source should be trugt@dlbeck and
Hendler, 2004)

Wang and Stron@1996) uses reputation as a measure of data quality. Gil & Artz
(2007)state that reputation of the publisher is formed by a subjective view held by a
third party. This is determined either by the experience or recommendations of others
(Artz and Gil, 2007) One method used to assess this metric is to conduct a survey,
asking the community to rate the data provider. Generally a value lofv) to 1

(high) is provided as a measure of reputation. Za(Zb1L2) also suggests a less
manu&approach of assessing reputation using external links and page ranks.

Zaveri(2012)points toan interdependency existing between the data provider and the
data source itself. Data is likely to be accepted as true if a trustworthy provider
delivers it. On the other hand, the data provider is likely to be considered trustworthy
if it provides truedata. Thus, both the provider and the data can be measured for
trustworthinesgZaveri et &, 2012) This view is shared by Hartig and Zh@®10)

Naumann(2002)d e f i ne s r e exterd tbo which dat are tfusted or highly

regarded in terms of their source It was <cited that the rea
choose one source over another is not always obvious. It has been noted that users

tend to favoursources of information that are well known to them, rather than being

the authoritative source of the most appropriate (Md#émann, 2002)Gamble and

Goble (2011) share this opinion by stating that individuals are likely to select data

from a source known to them or widely regarded as trustworthy, even if objective

measures of accuracy reveal thisstrto be misguided.

Flemming (2010) agrees with this but suggests using caution when utilizing this
metric and ruled out reputation as an indicator of quality linked data. It was argued
that reputational trust often stems from the prominence of a source, rather than an
objective assessment of the source. An emerging authoritative provider of high
guality data may not receive any consumer trust for these reasons, despite it perhaps
having met all other criterion for high quality data.
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Mendeset al, (2012)agree with these common definitions. In that work, a subjective
reputation score is assigned to data sets, e.g. data published in the English language is
judged to have a higher reputation and the reputations of subsequent languages are
rated accordinglyMendes et al., 2014)

3.4.4 Believability (Accuracy)

Believability and accuracy also reprasemportant trust dimensions that span the
existing data quality literature. These two dimensions are closely related and although
not entirely synonymous, they are commonly used interchangeably. Believability is
def i ned as towthch thenefanatianriseaccépted to be correct, true, real
and credible (Zaveriet al, 2012) With this being a highly personal interpretation of

accuracy, in many ways believability can be considpexdeived accuracy

Wang and Strong(1996) have identified believability as one of the main
characteristics of high data quality. BiZ@007)suggests that this can be objectively

measured by checking the data provider is contained within a list of trusted providers.

Gamble and Goblg€011)also use believability as an intrinsic measure of trust, albeit
a separate metric to accuracy. Naumg002)uses a metric afeliability to measure
the likelihood of the data being correct. This is very different tabgiracymetric

that objectively measures accuracy.

3.4.5 Licensing

Licensing is defined as a granting of explicit permission fop@asumer to reise a
dataset under defined conditioff®pen Data In#ute, 2014) Applications that
consume data from the Web must be able to access the exact conditions under which
data can be reused and republished. The availability of suitable frameworks for

publishing such requirements is an essential requirememspaing data providers to

29



participate in the Web of Data, and in assuring data consumers that they are not

infringing the rights of others by using data in a certain (#azer et al, 2009)

Fleming and Hartig2010)are strong advocates of shdimension of trusted data and
suggests five licensing conditions. Machimeadable and humaeadable indications
of a license, permission to use the dataset, attribution, and a CopyLeft or ShareAlike

license if appropriate.

As detailed in Figure 3.3,ublishing under an open license is the first criteria in Tim
BernersL e e50Star Open Datanodel for Linked Open DatéBernersLee, 2009)
Hogan et al.(2012) demonstrate how licensing should be applied to linked data
resources in RDF. Publishing datsing an open license is also the fowsttamrock

of Cy gaShanadckinadel for publishing open dat&yganiak, 2011)

Star/Shamrock | Berners-Lee (2005) Cyganiak (20L1)
* Open license Publish data on the web
* Structured data Machinereadable
ok Non-proprietary formats Open standards
Fkkk Use URIs Open license
kkkk Link data to other data List data in data catalogue

Figure 3.3 Comparison of 5 Star and 5 Sharkipublishing models (author)

3.4.6 Summary of Analysis

The following table, Figure 3.4, summarises the findings of the literature review and
outlines the key features, researchers and metrics for each of the five clsicctd

trust in Linked Data
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Key Features

Key Researchers

Metrics

Provenance A record of origin (Golbeck and Mannes, 2006 Verify VoID description exists and is
correctly located
Describes entities and processes (Artz and Gil, 2007)
influencing the resource Check for basic provenance metadata
(Tan, 2007) (title, creator, content, URI)
Proof of correctness
(Flemming, 2010)
Often dictates the quality and amount @
trust associated with a resource (Flemming and Hartig, 2010
Can be objectively assessed (Hartig and Zhao, 2010)
(Zaveri et al., 2012)
Verifiability Enablesassessment of correctness (Wang and Strong, 1996) | Check for the existence and usage of

Linked with the notion of provenance

(Bizer, 2007)

dedicated provenance vocabularies

Check for the existence of digital
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Can be objectively and/or subjectively

assessed

(Flemming, 2010)

(Flemming and Hartig, 2010

(Zaveri et al., 2012)

signatures and verifying their authentic

Survey a communi ty

verifiability

Reputation

A judgment made by a user to determir

integrity
Associated with data, individuals,
organisations, groups and communities

practice

Broad agreement on this metric

throughout research

Can be subjectively assessed

(Wang and Strong, 1996)

(Naumann, 2002)

(Artz and Gil, 2007)

(Flemming, 2010)

(Hartig and Zhao, 2010)

(Gamble and Goble, 2011)

Survey a community to rate a data

providerds reput at
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(Mendes et al., 2012)

(Zaveri et al., 201p

Believability The degree to which information is (Wang and Strong, 1996) | Survey a community to rate the
accepted to be correct and true believability of a dataset and data
(Naumann, 2002) provider
AfPerceived accur ac(
Intrinsic measure of trust (Bizer, 2007)
Can be assessed subjectively (Gamble and Goble, 2011)
(Zaveri et al., 212)
Licensing Granting of permission to use a datase| (BernersLee, 2009) Verify the existence of a machine

Provides the legal terms of its use

Legal requirements for attribution and
replication of data

(Bizer et al., 2009)

(Flemming and Hartig, 2010

readable license

Verify the existence of a humaradable

license
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(Cyganiak, 2011)
Can be assessed objgety
(Hogan et al., 2012)

(Zaveri et al., 2012)

Verify the existence of permission

information

Verify the existence of attribution

requirements

Verify the existence of a CopyLeft or

ShareAlike condition statement

Figure 3.4 Summary of literature review (Source: author)
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3.5 A Trust Assessment Model for Linked Data

By taking these dimensions as a means for assessing trust within the context of Linked
Data an assessment model can be applied to a dataset. The following (Figure 3.5) is a
model developed as part of this researcht teadeavours to characterize the
relationships and dependencies that exist between the trust criteria outlined previously.
In this model, provenance is regarded as the root of trusted data. Data with provenance
metadata can then be assessed on reputatidoel@vability. Should any of the
dimensions of provenance, reputation or believability be under question, the data can
be assessed under the metrics associated with the dimension of verifiability. Following
these assessments, all data is required to theahetrics specified within the license

dimension.

Figure 3.5 Trust Assessment Model for Linked Data (author)
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3.6 Conclusions

The typical view is that data quality should be considered &isfits t ne s.sSAnyf or us

information under quality reviewhould be subject to both an objective and subjective
assessmentPipino et al, 2002) This is an important consideration as a thorough
guality review is concerned with not only the objective properties of the data but also
those characteristics perceived by the consumers of the data.sTofsparticular
significance when dealing with a subjective property such as trustworthiness. Trust can
be seen as one indicator of data quality.

This chapter examined the existing literature in relation to trust of linked data. First a
background to th&otion of trust and how it applies to the field of linked data was
discussed. Following this, the topic of Data Quality and how trust can be identified as
one factor of data quality was examined. Next the assessment of trust in linked data
was investigat® and how data should be assessed at an objective and subjective level
was examined, as well as individual trust dimensions, which can be used towards this
assessment. Finally a trust assessment model that takes the dimensions identified and
formalizes a mathod for assessment of linked datasets was outlined.

Using the knowledge ascertained from performing this literature review, the following
chapter outlines the design of the experiment to assess the trustworthiness of the
selected linked datasets, witke intention of developing a set of guidelines that can be

used in the creation and assessment of trustworthy linked data.
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4. ASSESSI NG LI NNKED DAT

4.1. Introduction

This chapter explores the datasets that this research will use. It begins with &&ction

a reminder of the architecture of the experiment; following this, Section 4.3 provides
an overview of linked datasets in general. Section 4.4 lists a series of criteria as to what
represents a quality dataset, highlighting the importance of chasticersuch as
Currency Sizeand Internationality Section 4.5 follows this with a list of potential
datasets and they are evaluated with respect to the criteria outlined in the previous
section, until the bedit linked datasets are identified. Each d¢fese datasets
described in detail, and finally in Section 4.6 the five quality critefieo\(enance
Licensing Reputation Believability and Verifiability) are explored as either
subjective,objective or both.

4.2. Overview of Experiment

The experimet focuses on the assessment of Linked Open Data (LOD) with the
intention of determining the key characteristics of trusted linked data. Once identified,
these features can be elaborated into a set of policies and procedures to aid in the
creation and assement of high quality trusted linked data. The literature review from
the previous chapters demonstrated a number of trust dimensions within the field of
data quality. By examining these dimensions, a series of metrics can be created with

which to assedmked datasets for trustworthiness.
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OBJECTIVE ASSESSMENT

Provenance Licensing

Verifiability

| Survey l

e
SUBJECTIVE ASSESSMENT

<

’ EXPERIMENT ARTEFACT ] <:> [ EXPERT OPINION }
( FINDINGS ]

Figure 4.1Graphical Representation of Experiment (author)

Figure 4.1 provides a graphical representation of the experiment. As outlined in the
previous chapter, it is recommended that data is evaluated using hettiveband
subjective measure@Vang and Strong, 1996)The dimensions of provenance and
licensing have been identified as demanding objective analysis, due to the requirement
that they be assessed for the existence of specific attributes. The characteristics of
reputation and believahtyi will be examined subjectively as their assessment is based
entirely on the subjective opinion of those interacting with the data. The final
dimension of verifiability will be assessed both objectively and subjectively as
recommended in the previous ctep This is due to a requirement to objectively
verify the usage of dedicated provenance ontologies but also to gain the subjective

opinion from a community on the verifiability of a dataset.
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4.3. Linked Datasets Background

From an examination of theikked Data Cloud there are approximately 295 datasets
available for investigatio(Bizer et al, 2011) Figure 4.2 provides a recent view of the
Linked Open Data Cloud and Table 4.1 outlines the breakdown of these datasets by
domain. It can be clearly seen that government data accounts for the largest proportion

of available Linked Data while usgenerated, or crowslourced, data accounts for the

least.
Figure 4.2 LOD Cloud imaggBizeret al, 2011)

Domain No. of Datasets Triples %
Media 25 1,841,852,061 5.82 %
Geographic 31 6,145,532,48/ 19.43 %
Government 49 13,315,009,40( 42.09 %
Publications 87 2,950,720,6941 9.33 %
CrossDomain 41 4,184,635,715 13.23 %
Life Sciences 41 3,036,336,004 9.60 %
User-Generated Content 20 134,127,413 0.42 %
Totals 295 | 31,634,213,77¢  99.92 %

Table 4.1 Chart of Dataset Breakdo(@izer et al.,2011)
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4.4. Database Selection Rationale

The aim of this process was to identifyjmamber of datasets that could be used in an
objective and subjective assessment of trust in linked data. There were a number of

criteria utilized in the selection process that focused on demonstrating and representing

the broad range of data available the linked data cloud. It was also important to

mitigate against imbalances and bias when selecting data sources. Together with the

criteria described below it was also necessary that these data sources adhede3o the

Stars of éasioutlikes dBeherd ee @009)

The following criteria have been identified by the author as a means of selecting, and

in some casedeselecting, datasets for examination.

CONSIDERATION

DESCRIPTION

Currency

In order to gain a clear understanding of the Linked I
landscape as it currently stands, it is important to use dat
is upto-date. In deciding the datasets to us¢askts that had
publication date prior to 2012 were eliminated fr
consideration. To demonstrate the subjective naturg
reputation, it is imperative that a new, largely unkng

database is examined also.

Technology Agnostic

The Linked Data Cloud feates a plethora of technolog
standards and applications. It was decided that the d3
selection process should be technology agnostic meanin
the standards and technologies used to present the data
not have a bearing on the process. By da@agt is expecte(
that a more representative view of the Linked Data lands
can be achieved.

Data Provider

The Linked Data Cloud features a broad range of
providers across a broad range of industries. It is hoped th
selecting data sourcesofn a wide range of institutions the

can be balance and any inherent bias eliminated. To allow
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representative sample, government data, scientific res
data, usegenerated data and cultural heritage data wil

chosen

Size The size of the daset does not go any distance to infer
utility to the Linked Data Cloud. For this reason, datasets
not be chosen based on the size and number of triples W

Datasets, both large and small, will be considered for seleq

Internationality In order to provide a fair representation of the Linked [
landscape as it currently stands, data was not selected ba
geographic location of the data provider. Where language
a consideration, only data sources provided in English

consideredThe datasets selected will not originate from so
one country and endeavour to represent the internati

borderless, nature of the Web.

Subjective Perceptiol Some datasets are generally perceived to be more trustw
than others. Datasets devedol through crowdsourcin
information from the general public can be as significant
accurate as data curated by governments or acaq
institutions(Casebournet al, 2012) For this reason, a crow
sourced dataset must be chosen for assessment.

4.5. Datasets Selected

The following datasets were considered as candidates for examination as part of the

experiment.

i LinkedGeoData

LinkedGeoData uses the information collected by the OpenStreetMap project and

makes it available as an RDF knowledge base according to the Linked Data principles.
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OCLC WorldCat

OCLC WorldCat is a downloadable dataset of the 1.2 million mostyviadd works
in WorldCat.

ChEMBL

ChEMBL is freely available data from life science experiments covering the full
spectrum of molecular biology.

Linked Logainm

Linked Logainm is an online database containing Irish geographical names generated
by the Pacenames Branch of the Department of Arts, Heritage and the Gaeltacht,
developed in collaboration with Fiontar, DCU.

UCD Data Hub

The UCD Data Hub is a repository of digitised cultural heritage data and research data

made available in many formats, inding Linked Data serializations.

education.data.gov.uk

education.data.gov.uk contains a snapshot of Edubase taken in 2009 and published as
linked data.

DBpedia

DBpedia is a crowdourced community effort to extract structured information from

Wikipediaand make this information available on the Web.
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T Geonames

The GeoNames geographical database covers all countries and contains over eight

million placenames that are available for download free of charge.

1 Musicbrainz

MusicBrainz is an open music emtypaedia that collects music metadata and makes
it available to the public.

1 International Monetary Fund (IMF)

This dataset contains statistical observations from a number of studies published by
the International Monetary Fund (IMF).

A number of datass were not chosen due to their similarity with other datasets. For
exampl e, DBpedia was consi der ed -sowcedbe wort
origins, therefore Musicbrainz was deselected as the resource bore too many
similarities and covered a m® narrow field of data. For the same reasons
LinkedGeoData was selected above Geonames. A number of data sources were
disqualified from selection due to technical or administrative considerations. The

Linked Logainm dataset proved inaccessible and ubtelian a number of occasions

and attempts to download the data dumps were also unsuccessful. UCD Data Hub was
identified for assessment but was still undergoing rapid development and so was
eliminated from the study.

The following datasets were selected dssessment:
OCLC WorldCat

DBpedia

International Monetary Fund (IMF)
Education.data.gov.uk

LinkedGe®ata

=A =4 =4 4 =
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The following section details the datasets chosen for examination. It provides and
explanation for this decision and additional details that cartribo a broader

understanding of the dataset.

45.1. The OCLC WorldCat Dataset

OCLC WorldCat is a downloadable dataset of the 1.2 million most widely held works
in the WorldCat catalogue and was published in 2012.

OCLC WorldCat

Why is this dataset| The OCLC WorldCat dataset represents the federatio
suitable? many library collections from around the world. It is a lar
heavily curated dataset from a data provider with experi
in library metadata and Linked Data. WorldCat has &
selected for exmination due to its size, internationality an
represents a data provider with wekkding expertise il

metadata and data curation.

Type of data (e.g. The data is descriptive metadata related to library callest

federated, authors, published works and publishers. The dat
descriptive, federated from member libraries and wide variety of part
longitudinal) i n order to | everage col |l

in ways that benefit scholarship, research, business and
life. Thedataset represents the 1.2 million of the most wi(
held works in WorldCat.

Location This dataset is made available for download from
following website:

http://www.oclc.org/data/da-setsservices.en.html

Size 69,760,417 triples
8GB download
Format The data is presented for downloading in a 8GB .nt

dump. There are no publicly accessible SPARQL endp

or mirrors available for this data at present.
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4.5.2. The DBpedia Daaset

DBpedia is a crowgourced community effort to extract structured information from
Wikipedia and make this information available on the Web. The most recent release of

this data was published in December 2013.

DBpedia

Why is this dataset| DBpedia has been selected for examination due to its
suitable? size, internationality and it representing a welowned
crowdsourced dataset. This is a dataset that is widely
throughout the Linked Data field due to the number of li
it can provideto a broad range of resources across the
The crowdsourced nature of this dataset allows for
perception of untrustworthiness, thus making it an impot

dataset to examine.

Type of data (e.g. DBpedia.org is a communitydriven effort to extrac

federated, structured information from Wikipedia and to make t
descriptive, information available on the Web. DBpedia favoura
longitudinal) compares to traditional encyclopaedias and coni

descriptive metadata from all aspects of the knowend
(Casebournet al, 2012)

Location The most current release of this dataset is made availab
download from the followig website:

http://wiki.dbpedia.org/Downloads39

Size 825,761,509 triples
45GB download
Format The data is presented for downloading in a range of

formats. The DBpedia datasets are available tanttmad
individually and in 119 different languages.
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4.5.3. The International Monetary Fund (IMF) Dataset

This dataset contains statistical observations from a number of studies published by the
International Monetary Fund (IMF). The most recent redeakthis data originates
from 2013.

International Monetary Fund (IMF)

Why is this dataset| The International Monetary Fund (IMF) dataset repres
suitable? the federation of many statistical observations and ana
from around the world. It is a methtely sized, public dat
source with an international focus and is of interest glob
It has been selected for examination due to its currency,
internationality and it represents a data provider with wg
leading expertise in statistical dataration.

Type of data (e.g.| This is statistical information made available by the |

federated, through a REST API accessible to the general public.

descriptive, IMF data available for consumption as Linked Data has |

longitudinal) scraped fromhte IMF REST API and transformed to Link
Data as outlined in Capadisii al. (2013)

Location The most current release of this dataset is made availab

download from the following location:
http://imf.270a.info/data/data.tar.gz

Size 40,03,129 triples
58mb download

Format The data is presented for downloading as one tar.gz
containing 104 RDF files.
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4.5.4. The LinkedGeoData Dataset

LinkedGeoData uses the information collected by the OpenStreetMap project and
makes it availablas an RDF knowledge base according to the Linked Data principles.

The most current release of this data is from August 2013.

LinkedGeoData

Why is this dataset| LinkedGeoData has been selected for examination due
suitable? currency, large size, ternationality and it representin
another weHknown crowdsourced dataset. This is a datg
that is widely used throughout the Linked Data field
links to other crowesourced datasets, such as DBpedia
Geonames. The crowsburced nature of this teset allows
for the perception of untrustworthiness, thus making it

important dataset to examine.

Type of data (e.g. LinkedGeoData is an effort to add a spatial dimension tg

federated, Semantic Web. LinkedGeoData usese t information
descriptive, collected by the OpenStreetMap project and make
longitudinal) available as an RDF knowledge base according to the Li

Data principles.

Location The most current release of this dataset is made availab
download from the following location:

http://linkedgeodata.org/Datasets

Size 226,403,937 triples
121GB download
Format The data is presented for downloading in a range of forr

including a dump of the entire dataset in one (.nt) 12]

file.
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455 The UK Government Education Dataset

education.data.gov.uk contains a snapshot of Edubase taken in 2009 and published as
Linked Data in 2012.

UK Government Education data

Why is this dataset| Data.gov.uk is a federation of mastatistical observation
suitable? and analysis from numerous government and public s
institutions throughout the United Kingdor
Education.data.gov.uk represents a moderately sized, [
data source. This data source has been selecteq
examination duect its currency, size, internationality (no
Irish government data) and it characterizes a data pro

with world-leading expertise in statistical data curation.

Type of data (e.g| The UK government has released lwbdata to help

federated, taxpayers understand how government works and
descriptive, policies are made. There are over 9,000 datasets ava
longitudinal) from all central government departments and a numbg

other public sector bodies and local authorities.

Location The most crrent release of this dataset is made availabl¢
download from the following location:
http://education.data.gov.uk

Size 6,630,934 triples

File size unknown

Format The data is available for access vigublic-facing REST
APl and can be downloaded in a broad range of fori
(CSV, HTML, JSON, RDF, TTL, Text and XML).
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4.6. Assessment of Data

As outlined previously, there is a need to assess the datasets from both an objective
and subjective perspéot (Wang and Strong, 1996The dmensions of provenance

and licensing have been identified as demanding objective analysis, due to the
requirement that they be assessed for the existence of specific attributes. The
characteristics of reputation and believability will be examined subggtas their
assessment is based entirely on the subjective opinion of those interacting with the
data. The final dimension of verifiability will be assessed both objectively and
subjectively as recommended in the previous chapter. This is due to amemquite
objectively verify the usage of dedicated provenance ontologies but also to gain the

subjective opinion from a community on the verifiability of a dataset.

4.6.1. Objective Assessment of Data

Provenance

In order to allow applications to be centabout the origin of data, as well as to enable
them to assess the quality of data, data sources should publish provenance metadata
together with the principal data. A widely deployed vocabulary for representing
provenance information is Dublin Core (d®ator, dc:publisher, dc:date). Alternative
vocabularies that provide means for representing the data creation process in more
detail include the W3C PRGOW® vocabulary and the more specialized W3C PAV

(Provenance, Authoring and Versioning) vocabulary.

In addition to making individual object and resource data-dsstriptive, it is also
helpful that data publishers provide metadata that describes the characteristic of the
entire dataset, for instance the topic of a dataset and more detailed information ab

the dataset. A vocabulary for representing such metadata is the VolD vocabulary.

There are a number of methods that can be utilized to objectively assess the

provenance of a data source or dataset. Flemrfi0d0) suggests inspecting the
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dataset for the existence of basic provenance information, such as title, content and
URI, within the dataset is omeetric to assess provenance.

The existence of a VoID description file is also a metric that can be utilized. VolID is
an RDF Schema vocabulary for expressing metadata about RDF dgteskis
Alexander et al., 20). The VolID file expresses access metadata, structural metadata,
and links between datasets and for this reason is a highly useful resource when
unfamiliar with the dataset. While it is considered best practice that every dataset
should publish a VolID deription (BernersLee, 2009) less than 30% of datasets on

the LOD Cloud do s¢Cyganiak, 2012)

The RFC 5758Dang, 2010defines a mechanism for reserving "wallown' LRIs on

any Web server. The URI /.wéthown/void on any Web server is registered by this
specification for a VolD description of any datasets hosted on that server. For example,
on the host www.example.com, this URI would lbigp://www.example.com/.well
known/void The VolID file accessible via the wd&hown URI should contain
descriptions of all RDF datasets hosted on the server. This includes any datasets that
have resolvable URIs, a SPARQL endpoint, a data dump, or any other access

mechanism that maintas a URI on the server's hostname.

By examining randomly returned RDF records for provenance it is expected to get that
it is possible to get a broad view of the data providers implementation of provenance
standards, if any. This will be ascertained byning a SPARQL query on each
resource to return a number of random resources for examination. By viewing the
returned RDF for each of the subjects and objects it is possible to assess the contents

with regard to provenance.

Query Text

SELECT (SAMPLE(?s) AS 7ss)
WHERE { ?s ?p 70 }

CROUP BY ?s

OFFSET RANDOM NUMBER
LIMIT 10|
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Figure 4.4 Sample SPARQL quyeo return 10 random subjects (Source: Author)

A SPARQL query such as that shown in Figure 4.4 will be used. This returns the
subject, predicate and object of a number of triples, offset by a randomly generated

number. It is expected that this will gime appropriate snapshot of the dataset.

Licensing

Web data should be salescriptive concerning any restrictions that apply to its usage.

A common way to express such restrictions is to attagata licenséo published

data. Doing so is essential to enable applications to use Web data on a secure legal
basis. A common means to attach licenses to Linked Data is wcuggtslinks
pointing at the license acumentevel metadata.

Fleming and Hartig2010)are strong advocates of this dimension of trusted data and
suggest using five licensing conditions. Machuneadable and humaeadable
indications of a license, permission to use the dataset, attribution, and a CopyLeft or
ShareAlike license if appropriate. A machieadable license will be present within

the metadatae(g. cc:license or dc:license) of the resource whereas a nemadable
license may be present on the main website of the resource. ShareAlike is a copyright
licensing term used to describe works or licenses that require copies or adaptations of
the work b be released under the same or similar license as the original. CopyLeft

licenses are free content or free software licenses with a ShareAlike condition.

4.6.2. Subjective Assessment of Data

Reputation

It was argued by Flemmin@010)and Naumann (2002) that reputational trust often
stems from the prominence of a source, rather than an objective amsesérthe
source. An emerging authoritative provider of high quality data may not receive any

consumer trust for these reasons, despite it perhaps having met all other criteria for
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high quality data.Mendeset al, (2012) suggest an approach that subjectively
measures the reputation of a dataset.

In this experiment reputation will be examined by surveying a group of experts and
parties with an active interest and involvement in the Linked Data field. The
individuals will be prompted to provide their opinions on the reputation of a number of
datasets, including but not limited to the datasets selected for examination. A similar

approach will be taken in regard to the believability and verifiability of the data source.

Believability

In many instances, the ternielievability and accuracyare used interchangeably.
Gamble and Gobl€2011) use believability as an intrinsic measure of trust, albeit a
separate metric to accuracy. Naum#R002) uses a metric ofeliability to measure

the likelihood of the data being correct. This is very different tcab@racymetric

tha objectively measures the correctness of the data. In this experiment the term

perceived accuracig used in reference to believability.

Bizer (2007)suggests that believability could be objectively measured by checking the
data provider is contained within a list of trusted providers however ao-dgte

register of this nature is not actively maintained

In this experiment believability will be examined by surveying the same group of
experts and parties within the Linked Data field. The individuals will be prompted to
provide their opinions on their perception of the accuracy of a number of datasets,

including but not limited to the datasets selected for examination.

4.6.3. Subjective and Objective Assessment of Data

Veri fiabil it ytheidegreedby shich a bdatadconsumer éan assess the
correctness of a dataset and as a consequence itavtrbkiness (Zaveri et al,
2012) Thus it is a trust dimension that can at once be \desuéhjectively and
objectively. For this reason, the author will conduct two separate reviews of

verifiability within the experiment.
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Verifiability: Subjectively

Verifiability is a trust dimension that can be measured by subjectively examining the
accuray of the dataset by a trusted, impartial third péBiger, 2007) It is suggested

that this subjective assasent, verifying the correctness of the dataset is beneficial.
The experiment will survey a community of Linked Data experts and prompt them for

their opinions on the verifiability of a number of datasets.

Verifiability: Objectively

Verifiability is descri bed as f@Athe degree by which a
correctness of a dataset an(davedaetal,®0l2)Oonseque
Verifiability is a trust dimension that can be measured objectively by examining for the
presence of a digital signatures within the RDF of the dafgkehming, 201Q) RDF

with digital signatures is fundamental to building the "Web of Trust" for trusted linked

data applications.

The usage of a prvenance vocabulary is also considered to be a metric that leads to a
measure of verifiabilityFlemming and Hartig, 2010)The experiment will analyse

data randomly for the usage of prominent provenance ontologies.

4.7. Conclusions

This chapter explored the datasets being used in this research. It began with a reminder
of the architecture of the expment. Next an overview of linked datasets in general
was provided. Following this a series of criteria as to what represents a quality dataset
was discussed, highlighting the importance of characteristics suCluresncy Size
andlInternationality Thenext section listed potential datasets that were evaluated with
respect to the criteria outlined in the previous section, and thditksked datasets

were identified: The OCLC WorldCat Dataset, The DBpedia Dataset, The
International Monetary Fund (IMFDataset, The LinkedGeoData Dataset, The UK
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Government Education Dataset. Each of those datasstdescribed in detail, and the
final section described the five quality criteri@r¢venance Licensing Reputation

Believability, andVerifiability) as efhersubjective,objective or both.
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5. TECHNOLOGY DYENPH-NOT

5.1 Introduction

This chapter discusses the use of the SPARQL query language to interrogate the
selected Linked Datasets. Section 5.2 provides an overview of the deployment of the
Virtuoso SARQL query service (which implements the SPARQL Protocol for RDF
data). This has two main sglections, first looking at installing the Virtuoso SPARQL
query service, and second loading the selected Linked Datasets into Virtuoso.
Following this, Section 8. will discuss some of the technical limitations of the

hardware used in this experiment and what issues that may cause.

5.2 Deploying the System

As discussed in Chapter 2, Linked Data datasets are interrogated using the SPARQL
guery language. This ismsilar to SQL querying of a relational database. A large
number of data providers allow for their data to be queried directly by users by
presenting a SPARQL endpoint to the public. Although not mandatory, implementing
a SPARQL endpoint can result in youstd becoming more accessible and therefore
used by a greater number of individuals and computers. This has the added benefit of
increasing exposure and thReputationand potentially,Believability While many
significant data providers do publish themta in this way, a large number do not.
During this experiment, the data providers selected for examination who publish data
dumps of their resource will have their data loaded as a graph in a local SPARQL

endpoint.

5.2.1 Installing Virtuoso OpenSource (\0S)

Virtuoso was selected as the triplestore for this project as it was available in an open

source package. It was also widely deployed as the triplestore of the majority of
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datasets considered for evaluation (i.e. DBpedia, LinkedGeoData, Linked LogAinm).
number of alternative SPARQL endpoints have a limit of 1 billion triples, whereas
Virtuoso can process this volume with issue. Based on this decision, the operating
system selected for the experiment was Ubuntu Server 12.04 LTS. This was installed

on aHP Workstation with the following specification:

HP Z600 Workstation technical specifications

CPU 4x Intel(R) Xeon(R) CPU E5530 @ 2.40GHz
Memory 4030MB (2795MB used)

Hard Disk 320GB ATA WDC WD3200AAJSS

Operating System | Ubuntu 12.04.3 LTS

Once the operating system was installed it was a matter of installing the Virtuoso
OpenSource server application. At the command line, enter the following commands to

update the application repositories to access the latest versions of Ubuntu packages:

sudoapt - getupdate

Next, search the Ubuntu application repositories for all Virtuoso packages:

sudoapt -cache search 6”virtuosobd

This results in the following output, listing all available Virtuoso packages:
vituoso - nepomuk - OpenLink Virtuoso Open - Sourc e Edition (OSE)
vituoso  -minimal - Virtuoso minimal Server (metapackage for latest version)

Vituoso  -opensource - OpenLink Virtuoso Open - Source Edition (OSE)

vituoso  -opensource -6.1 - OpenLink Virtuoso Open - Source Edition - Server supportfiles
vituoso - opensource - 6.1 -bin - Openlink Virtuoso Open - Source Edition - ServerBinaries
Vituoso - opensource - 6.1 - common - OpenLink Virtuoso Open - Source Edition - Common
Binaries

vituoso  -server - Virtuoso OSE Server (metapackage for latest version)
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vituoso  -vad-bpel - QpenLink Virtuoso Open - Source Edition - BPEL

vituoso - vad- conductor - OpenLink Virtuoso Open - Source Edition - Conductor
vituoso  -vad-demo - OpenLink Virtuoso Open - Source Edition - Demo

vituoso  -vad-doc - OpenLink Virtuoso Open - Source Edition - Documentation
vituoso -vad-isparg - Openbink Virtuoso Open - Source Edition - ISPARQL
vituoso  -vad-ods - OpenLink Virtuoso Open - Source Edition - Open Data Spaces
vituoso - vad- rdfmappers - OpenLink Virtuoso Open - Source Edition - RDFMappers
vituoso - vad- spargidemo - Openlink Virtuoso Open - Source Edition - SPARQL Demo
vituoso  -vad-syncml - OpenLink Virtuoso Open - Source Edition - SyncML

Vituoso - vad - tutorial - OpenLink Virtuoso Open - Source Edition - Tutorial

ViIuoso - vsp-starpage - OpenLink Virtuoso Open - Source Edition - SartPage
virtuosoconverter - converts nepomuk database to Virtuoso 6.1.0

The packageirtuoscopensourcés the application that will be installed. The Virtuoso
OpenSource server application is installed by issuing the following command through

the commad line.

sudo aptitude install virtuoso - opensource

Ubuntu lists all the ancillary application packages required by Virtuoso OpenSource

that will also be installed.

The following NEW packages will be installed:

ghostscript{a} gsfonts{a} libavahi - client3  {a}libavahi - common data{a} libavahi

common3{a} libcups2{a} libcupsimage2{a} libgomp1{a} libgs8{a} libice6{a} libjasperl{a}

libjpeg62{a} liblcms1{a} liblgr -1-0fa} libltdl7{a} ibmagickcore3{a} libmagickwand3{a}

libpaper - utils{a} libpape r1{a} libreadline5{a} libsm6{a} libtiff4{a} libvirtodbcOfa}

libxt6{a} odbcinst{a} odbcinstldebian2{a} virtuoso - Opensource  Virtuoso - opensource - 6.1{a}
Virtuoso - opensource - 6.1 - binfa} virtuoso - opensource - 6.1 - common{a} virtuoso - server{a} virtuoso
vad - conductor{a} virtuoso - vsp - startpagefa} x11 - common{a}
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0 packages upgraded, 34 newly installed, O to remove and 0 not upgraded. Need to get 19.8MB of

archives. After unpacking 63.4MB will be used.

As part of the installation, Ubuntu will prompt for passdsto use for theba (main
database administrator) amthv (WebDAYV file system administrator) users. These

must not be left blank or VOS will refuse to launch after installation.

Setting up libpaper - utils (1.1.24) ...

Setting up libreadline5 (5.2 - 7build 1)...

Setting up virtuoso - opensource - 6.1 - common (6.1.2+dfsgl - lubuntud) ...
Setting up virtuoso - opensource - 6.1 - bin (6.1.2+dfsgl - lubuntud) ...
Setting up odbcinst (2.2.14p2 - lubuntul) ...

Setting up odbcinstldebian2 (2.2.14p2 - lubuntul) ...

Setting up li bvirtodbcO (6.1.2+dfsgl - lubuntud) ...

Setting up virtuoso - opensource - 6.1 (6.1.2+dfsgl - lubuntud) ...

* Starting Virtuoso OpenSource Edition 6.1 virtuoso -opensource -6.1 [OK] Setting up virtuoso
opensource (6.1.2+dfsgl - lubuntud) ...

Setting up virtu 0s0 - vad - conductor (6.1.2+dfsgl - lubuntud) ...

Setting up virtuoso - vsp - startpage (6.1.2+dfsgl - lubuntud) ...

Setting up virtuoso - server (6.1.2+dfsgl - lubuntud) ...

Processing triggers for libc -bin ...

Idconfig deferred processing now taking place

peclark  e@ubuntu:~$

At this point Virtuoso OpenSource (VOS) is installed, running and accessible from

http://localhost:8890as shown in Figure 5.1.
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Figure 5.1 Virtuoso OpenSource welcome screen (Source: author)
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The SPARQL endpoint for the server is a&sible from https://localhost:8890/sparq|

as shown in Figure 5.2

€ C ft [ localhost:3890/sparq

Default Data Set Name (Graph IR))

Query Text
select distinct ?Concept where {[] a ?Concept} LIMIT 100

(Security restrictions of this server do not aliow you to retriew
Results Format HTML
Execution timeout: 0

Options: ! Strict checking of v

(The result can only be sent back (o brows

Run Query | | Reset

Figure 5.2 Virtuoso OpenSource SPARQL endpoint (Source: author)

At this moment, the SPARQL endpoint is installed and running but contains no data.
The following section will outline the rpcess involved in loading data into the

triplestore.

5.2.2 Loading Data into the Triplestore

This section details the process of loading data into the Virtuoso OpenSource
triplestore. It will utilise the OCLC WorldCat data as an example dataset in
demongrating the process. The following commands provide the user with root access
and create a directory to store the dataset to be downloaded:

sudo -i

mkdir -p /usr/local /data /datasets/  worldcat

cd /usr/local /data /datasets /worldcat

The WorldCat data dupcan be downloaded to the current directory by issuing the
following command:

wget http://purl.oclc.org/dataset/WorldCat/datadumps/WorldCatMostHighlyHeld -2012-05-

15.nt.gz
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Preprocessing involves unzipping the data dump to create the .nt file. To hazip t
file, issue the following command.

gunzip WorldCatMostHighlyHeld -2012-05- 15.nt.gz

The following command will provide the user with an SQL interface with which to
perform transactions on the SPARQL database:

isgl - vt

To register the files to be loadiénto the triplestore, issue the following command,
providing the location of the file(s), the file types to load and the named graph to
assign to the dataset.

Id_dir_all ('/usr/local/data/datasets/worldcat' , ) 'http://lwww.oclc.org' );

The output tahis command should resemble the following:

SQL> Id_dir_all(‘/usr/local/data/worldcat/', **.nt", 'http://www.oclc.org");
Connected to OpenLink Virtuoso

Driver: 06.01.3127 OpenLink Virtuoso ODBC Driver

Done. -- 2 msec.

SQL>

To verify the data that willédloaded into the triplestore, issue the following
command:

SELECT * FROMDB. DBA LOAD_LIST;

The output should resemble the following:

SQL> select * from DB.DBA.LOAD_LIST;

II_file

Il_graph

Il_state Il_started Il_done II_host II_work_time

Il_error

VARCHAR NOT NULL
VARCHAR

INTEGER TIMESTAMP TIMESTAMP INTEGER INTEGER VARCHAR
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/usr/local /data/worldcat//WorldCatMostHighlyHeld -2012-05- 15.nt

http://www.oclc.org 0
NULL NULL NULL NULL NULL

1 Rows. -- 1 msec.

SQL>

Once the files have been successfully registered, they can be added to the triplestore
with the following commaad

rdf_loader_run 0

On the workstation used for this experiment, this process took just under 16 hours to
completely load the World&t dataset. The output of this command was as follows:

SQL> rdf_loader_run();

Done. -- 57251399 msec.

By issuing the Select statement from above, the timestamps from process can be
verified.

SQL> select * from DB.DBA.LOAD_LIST;

II_file

Il_graph

Il_state Il_started Il_done II_host II_work_time

Il_error

VARCHAR NOT NULL
VARCHAR

INTEGER TIMESTAMP TIMESTAMP INTEGER INTEGER VARCHAR
/usr/local/data/worldcat//WorldCatMostHighlyHeld -2012-05-15.nt
http://www.oclc.org 2

2014.2.7 8:45.17 0 2014.2.8 0:3 9.200 O NULL NULL

1 Rows. -- 15 msec.
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Once the dataset has been loaded, it is recommended to commit this work and create a
database checkpoint. This creates a rollback position should corruption occur in the
database.

commit work;

Done. -- 38 msec.

SQL> checkpoint;
Done. -- 526 msec.

SQL> quit;

The process has been completed but it is advised to consult the log file located at
Ivar/lib/virtuosddbl/virtuoso.logfor errors. It is possible that the data has loaded into
the triplestordout errors may have arisen and the data could be incomplete.

At this stage in the process it is possible to visit the SPARQL endpoint at
localhost:8890/spargl and conduct queries on the ddta.following query will
providea countof all triplesin thedefaultgraph.

SELECTCOUNT(*) WHERE{ ?s ?p 79

€ >CH

This process will take a number of minutes and then returns the following output:

<« C' A | [ localhost:8890/spargl?default-graph-uri=

callret-0
69760417
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It is recommended at this stage to stop Virtuoso to back up the dataset. This process is
performed using the folleing commands:

sudo -i

cd /
/ etc /init.d /virtuoso - opensource stop &&
tar -cvf - /var/lib /virtuoso | gzip -- fast > virtuoso -6.1.6 -dev- DBDUMPdbpedia -3.7 -

en_de - $(date '+%F' ) .tar.gz &&

/ etc /init.d /virtuoso - opensource start

This section details the processvolved in loading the WorldCat dataset into the
Virtuoso triplestore. This process was repeated for all subsequent datasets within the

experiment.

5.3 Limitations with Technical Aspects of the Experiment

This experiment required a considerable numbedays to perform. One significant
limitation of the experiment was a result of the selection of the host computer on
which the experiment was conducted. In production environments, where timeliness of
guery responses is a consideration, a number otdnglservers would be employed

to host the triplestore. The machine selected for the experiment was adequate
generally, but limitations of the hard disk capacity necessitated the larger datasets to be
loaded separately. The disk capacity precluded the DBpautia LinkedGeoData
graphs being loaded simultaneously on the machine. This prolonged the experiment
but did not impact on the results.

5.4 Conclusions

This chapter discussed the-sgt of the Virtuoso SPARQL query service to explore

the selected Linked Dasets. First the installation of the Virtuoso SPARQL query
service was discussed and next the process of loading the selected Linked Datasets into
Virtuoso was discussed. Finally, some of the technical limitations of the hardware used

in this experiment wre mentioned as well as the impacts of those limitations.
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6. PEOPLEGERI ENTATED ASSESSMEN

6.1 Introduction

This chapter discusses the questionnaire deployed to assess the more subjective
characteristics of the measurement of the quality of the linkedetstaSection 6.2
outlines in detail the purpose of the survey. Section 6.3 discusses each question of the
survey in detail; outlining the purpose of each question, how that question ties back to
the main research question, and a summary of the resultabfjuestion. Finally
Section 6.4 highlights the key findings of the survey.

6.2 Survey

As outlined in the previous chapters, it is recommended that data is evaluated using
both objective and subjective measuf@gang and Strong, 1996The dimensions of
provenance and licensing have bedgntified as needing objective analysis, due to the
requirement that they be assessed for the existence of specific attributes. The
characteristics of reputation and believability will be examined subjectively as their
assessment is based entirely on thkjective opinion of those interacting with the
data. The final dimension of verifiability will be assessed both objectively and
subjectively as recommended in the previous chapter. This is due to a requirement to
objectively verify the usage of dedicatpdbvenance ontologies but also to gain the
subjective opinion from a community on the verifiability of a dataset.

The following section outlines the subjective, peemliented element of the
experiment. It details the questions that were posed to tlveysweohort and the
reasons these questions were posed, with an explanation of how it relates to the
research question. Finally, the responses to the survey are identified and remarked

upon.
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6.3 Survey Questions and Results

In this section the survey wibhe examined in detail providing an explanation of the
intention of each of the questions and a description of how the question relates to the
overall research question. There will also be a discussion of the results achieved for
each question and an ansiy/of the overall questionnaire.

The survey was created following a detailed literature review on the topic of trust in
Linked Data. Questions were compiled over a number of days and reflected upon for
suitability. The final questionnaire was deployethgsSurveyMonkey and emailed to

a broad cohort; including colleagues, Linked Data researchers, computer professionals
and fellow students. Over the course of 8 days, 35 replies were received, of which 32
were fully completed. The remaining three respomnga® eliminated from the results

as they were incomplete.

Question 1: Do you know what the term Linked Data means?

This was a YES/NO question whose goal was to discern if the respondent is suitably
comfortable with the concept to participate in the syridis question allowed for an

assessment of how familiar the respondent is with the concept of Linked Data.

All 32 participants responded that they were familiar with the concept of Linked Data.

Do you know what the term Linked Data means?

No

OYes
B No

Yes

0.0% 50.0% 100.0%

Question 2: If "Yes", how would you explain the concpt to a nontechnical

person?
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In order to verify the answer to the previous question, participants were asked to
provide a brief explanation of what they understood the term to mean. Describing the
topic in nontechnical terms removes the potential forskeading concepts and

terminology being used. This question further clarifies the experience of the participant
with regard to Linked Data. It provides a more detailed insight into the participants

understanding of the concept.

The majority of the answerrrectly related to publishing structured data on the web
and linking this to other structured data sets. The following image depicts a word cloud

of all responses to the survey.

The majority of respondents defined linked data as a method of puablistiuctured
data that could be linked to other data to become more useful. One such reply
suggested that Lattachking dhoreDnaetining to datae dy cormetting

to other datasets with relevance

Question 3: Have you worked with Linked Data?

Having identified in questions One and Two whether the participant has knowledge of
the topic the questionnaire now attempts to discern what level of experience they have
with Linked Data. This question further clarifies the experience of the participdmnt
regard to the Linked Data. It provides a more detailed insight into the participants

experience with Linked Data.
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