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ABSTRACT  

 This work explores the effects of misinformation and disinformation upon 

national attitudes towards the EU. Several nations, in particular the Russian 

Federation, have been working for decades to spread narratives that debase the 

political processes of healthy democracies around the world. There is strong evidence 

to show that extensive efforts have been made to disrupt the inner workings and 

overall membership of the EU, to support disruptive policies in the United States such 

that political deadlock is maintained indefinitely. These efforts are largely based on the 

spreading of misinformation and disinformation across social networks that have done 

very little to attempt to protect the discourse that they provide.  

 A wide range of academic work has explored this area. Efforts have, in the 

main, focused on utilising machine learning approaches to identify bot accounts 

sharing propaganda, or bot networks creating social network cascades around sensitive 

referenda such as Brexit, or vibrant issues such as trans rights. Other work has 

explored the effects on user behaviour following their exposure to falsehoods. 

Heretofore no work has sought to explore wider trends on a national level. This work 

will therefore focus on using a statistical approach to exploring the strength of the 

correlation between propaganda efforts and changes to national attitudes over time.  

 This study collects the relevant data from multiple sources and explores the 

quantity of propaganda efforts over a number of years by utilising the 2 datasets 

sourced from the EUvsDisinformation group. These data provide a detailed 

explanation of when and where the listed propaganda was first encountered, as well as 

what nations and issues it touches upon. This data is used to quantify how much 

propaganda was targeted in the study period, at a particular nation or centred on a 

particular topic. For the national perspective, Eurobarometer survey data is used over 

TBD years. This national overview allows us to examine to what extent the 

propaganda can be said to be having an effect.  

 The results will determine the strength of the correlation between the efforts 

expended by hostile actors and the resultant change in attitudes in the examined 

nations. Further exploration is performed using Machine Learning approaches to 

determine if any other insights can be gained and to strengthen the experiment 

conclusions.  
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1. INTRODUCTION 

1.1. Project Background 

 Propaganda, misinformation, disinformation, and conspiracy theories have 

found fertile ground in social media. Indeed, one of the unintended consequences of 

the spread of internet literacy, once thought to be the bastion of a freer, more informed 

society, has been the speed with which rumour and outright lies can spread across 

social media networks (Thompson, 2018) That recent examples such as 

hydroxychloroquine & Ivermectin so easily entered our cultural consciousness, and 

with such rapidity; is a testament to the ease with which rumour can spread in our 

online social spaces (Wang et al., 2021). Suddenly family and friends could be 

exposed to insidious narratives that proved immune to all reason, that cascaded 

through social media networks, that evolved and developed to become a serious threat 

to an effective global response to COVID-19 (Karhu et al., 2022).  

 The ease with which these narratives travelled through social media and their 

persistence when confronted with science and scepticism will fuel academic study for 

decades to come. Of note however, is the source of many of these narratives is seen to 

have been nations eager to disrupt the healthy democracies of the world (Eady et al., 

2023). There is significant evidence that coordinated and large-scale efforts were 

undertaken by Russian organisations, to disrupt Western nations; researchers have 

been focused on issues such as how the information travelled through social networks, 

how can these messages be auto detected through Machine Learning, or what strategies 

best counteract the effects of the messages; there has been little to no work on the 

Marco scale effects of these propaganda efforts beyond those of the individual user 

themselves (Mocanu et al., 2014). Issues such as Brexit and elections in the United 

States, France and Italy, to name a few; have been targeted in the lead up to the polling 

day, in some cases, years in advance (Bruno et al., 2021). However, the national 

impact of these propaganda efforts is still largely unexplored. This work seeks to 

address this with a preliminary investigation of how national attitudes towards the EU 

have changed in those nations that have been targeted by propaganda to a larger 

degree.  
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Research Background, Context, and Scope 

With the advent of social media in the early 2000s, we created a new method to 

share vast amounts of data, much of it private, at a rate never seen before. The 

implications of this new media space were poorly understood in the early days of this 

technology, however companies such as Facebook and Twitter have been able to 

leverage this media space into vast, somewhat opaque, social media empires (Stukal et 

al., 2019). While these companies have been expanding and profiting publicly by 

utilising the data that has been freely given by users’; other disruptive entities have 

woken up to the potential of how these networks can be used for their purposes.  

Recent events such as the COVID-19 pandemic, necessitated massive social media 

campaigns to educate the public (Venegas-Vera et al., 2020, Tasnim et al., 2020) while 

also sparking significant changes to users’ social media behaviour (Puri et al., 2021, 

Haggag et al., 2021, Karhu et al., 2022). Beyond public health, less benevolent tools 

have also been developed. Propaganda, misinformation, and disinformation have found 

fertile ground in social media and are capable of spreading at unprecedented rates 

(Howard et al., 2019, DiResta et al., 2018).  

Disinformation and propaganda are prevalent on Twitter (Wang et al. 2021) and 

often utilise networks of bots (a computer program that performs automatic repetitive 

tasks… especially: one designed to perform a malicious action)1 have been created 

specifically to spread propaganda across social media (Sanovich, 2017; Howard & 

Kollanyi, 2016) or to target specific hot button issues such as Brexit (ibid). Recent 

political upsets such as Brexit, the election of Tump and the attempted American coup, 

require a deeper understanding of how propaganda and disinformation spreads through 

social media and the effects it has upon national politics.  

There is a wealth of academic work available regarding disinformation in social 

media, the obvious next question is, what has been the effect of disinformation 

campaigns that have been uncovered? Do higher or increasing levels of disinformation 

have a significant affect upon the targeted populations and if so, can that affect be 

measured?   

 Attempts to sanitise social media spaces of disinformation and propaganda are 

in their infancy but have largely relied on Machine Learning (Bruno et al., 2021), 

human moderation, or some combination of the two. Paradoxically, the difficulty of 

 
1 https://www.merriam-webster.com/dictionary/bot 

https://www.merriam-webster.com/dictionary/bot
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removing a falsely held concept or belief, whether through exposure to disinformation 

and propaganda, is not as easy as simply correcting the information, indeed the user 

may be more resistant to truth when told that what they are consuming is a falsehood 

(Garrett & Weeks, 2013). The challenges of countering propaganda and the rapidity 

with which social media cascades2 can be sparked have overwhelmingly been beyond 

these efforts at mitigation.  

Researchers are catching up to the scale of the problem but efforts thus far, have 

focused on small scale examples (Bastos & Mercea, 2019), or contrived situations 

(Bail et al., 2020) that have failed to find any significant effects upon users that are 

already strictly partisan. Other work has focused on the effects on users’ behaviour 

(Conover et al., 2011; De keersmaecker & Roets, 2017).  

This leads to the obvious question. What evidence is there for the large-scale 

effects of these disruptive efforts? Can we see changes in attitudes following concerted 

efforts made by propagandist organisations? In this work, we seek to address the lesser 

focus on the larger scale and longer-term effects of propaganda and to assess to what 

extent exposure can be seen to have a dosage response.  

1.2. Project Description 

This work explores the correlation between those EU member states that have been 

targeted by higher levels of propaganda as demonstrated in the publicly available 

EUvsDisinformation database; and those states’ attitudes towards the EU over time as 

measured in the standard Eurobarometer survey over the study period.  

 It seeks to measure whether any discernible variability can be seen in those nations 

that have been targeted to a greater degree than other states which were less targeted. 

Can any statistically significant difference be seen in member state’s attitudes towards 

the EU after exposure to higher levels of propaganda when compared to other EU 

members? 

There is a growing body of research on quantities and types of disinformation that 

pervade social media (Llewellyn et al., 2018, Vosoughi et al., 2018), this work seeks 

 
2 A social media cascade refers to a situation where a piece of content (such as a post, tweet, or video) 

gains momentum and spreads rapidly across social media platforms through a chain reaction of shares, 

likes, and comments. As more and more people engage with the content, it reaches a wider audience and 

can quickly become viral. 
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to measure the effects, if any, on EU member states. This necessitates several 

assumptions. Firstly, in the case of EUvsDisinformation data, that the data available is 

some indication of the ground truth as regards quantities of propaganda and who or 

what was targeted in each instance; and secondly, that the Eurobarometer survey can 

be said to be a reasonably accurate representation of a member state’s citizen’s 

attitudes towards the EU while having sample sizes of no greater than circa 1000 

citizens per member state per year.  

Eurobarometer surveys are a long-established tool of research regarding the EU 

(Skirka et al., 2020; Boldureanu et al., 2020;) and can comfortably be assumed to be 

some measure of the ground truth, in so far as possible. The EUvsDisinformation data 

is curated by a politically motivated entity in response to the findings of East StratCom 

Taskforce3, its data, while comprehensive, is slightly more biased than Eurobarometer 

group. However, the data is of reasonable fidelity and is of sufficient quality to warrant 

its’ inclusion in this work.  

There are several limitations with survey data of this kind, including questions 

such as, how much faith can be placed in social media as a representation of users’ 

attitudes? Hargittai (2015) argues that a users’ choice of social media service is 

indicative of a broad range of their behaviours and how “internet savvy” they are. The 

researchers suggest that a user’s social media of choice necessarily biases the research 

that can be based on such data.  

Very little academic work on disinformation has focused on the larger scale of 

national trends. Researchers have focused on specific domains such as Twitter (Dutta 

et al., 2021), issues such as Brexit, (Bruno et al., 2021, Great Britain & Intelligence 

and Security Committee Report, 2020), or national elections (Ferrara, 2017, Bingle et 

al., 2020). Larger scale and longer-term effects are rarely studied. This work seeks to 

remedy that.  

The quality of the different datasets is not on equal footing. While the 

Eurobarometer dataset is of the highest quality and the basis for a wide range of 

academic work, details regarding the EUvsDisinformation data regarding collection 

and quality of the data are not easy to acquire. The organisation itself (EUvsDisinfo 

 
3 https://www.eeas.europa.eu/eeas/questions-and-answers-about-east-stratcom-task-

force_en 
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project, part of the European External Action Service: East StratCom Task Force)4 is a 

part of a European council’s efforts to ‘challenge Russian’s ongoing disinformation 

campaigns’5.  

Finally, while there is a wide selection of work related to the United States and 

other parts of the world in this domain, this work is delimited to EU data only. 

Additionally, the data is limited to the years 2015 to 2022 only as this captures key 

recent events including Brexit (2016), the French presidential election (2017) and the 

COVID-19 pandemic.  

 

In summary, this project will utilise three key datasets: 

1. The EUvsDisinformation database publicly available on the project webpage 

2. An EUvsDisinformation databset that was made available on Kaggle that 

contains data from a narrower date range but with much greater detail. 

3. Several years of Eurobarometer survey data with questions selected as they 

pertain to national attitudes towards the EU.  

 

The project firstly will quantify the amount of disinformation that has been 

targeted at individual EU nations over time. Did nations such as the UK pre-Brexit, 

and France and Italy before various elections during the period captured by the data, 

have an increase in the disinformation that was targeted towards them? Those nations 

that have significantly more disinformation targeted towards them, will then be 

explored in the more detailed Kaggle dataset to determine whether there are other 

patterns and strategies being employed.  

 Finally, once patterns have been discerned in the disinformation databases, 

those nations will have their survey data examined in the Eurobarometer data to 

explore whether there was a statistically significant change in their attitudes towards 

the EU over the period that correlates with the timing of the disinformation campaign. 

Following the completion of the statistical testing required to test the research 

question, an appropriate Machine Learning technique will also be applied to explore 

further evidence in support of the findings.  

 
4 ibid 

5 https://www.consilium.europa.eu/en/press/press-releases/2015/03/19/conclusions-

russia-ukraine-european-council-march-2015/ 

https://www.consilium.europa.eu/en/press/press-releases/2015/03/19/conclusions-russia-ukraine-european-council-march-2015/
https://www.consilium.europa.eu/en/press/press-releases/2015/03/19/conclusions-russia-ukraine-european-council-march-2015/
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1.3. Project Aims and Objectives  

This project aims are as follows: 

 

1. Identify and collect all relevant datasets and attempt to quantify the amount of 

disinformation that nations were targeted with. 

2. To explore whether there are any discernible patterns in the more detailed 

disinformation data available in the Kaggle dataset. The years covered by this 

dataset are much more limited in scope but contain much richer data. 

Distinctive styles and patterns will be discovered such as what key topics were 

targeted for these propaganda efforts. 

3. Those nations who have been the target of disinformation will have their 

Eurobarometer data explored to see whether there has been a statistically 

significant correlation between their changes in attitude, and the amount of 

disinformation they were targeted by. 

 

1.4. Thesis Roadmap 

The second chapter, the Literature Review chapter, examines current academic work in 

this area and establishes the study within the context of that research as well as 

identifying some gaps in the current body of work.  

The next chapter, the Project Design Chapter, describes the gathering, exploration and 

preparation of the data and details why and how the data has been prepared in such a 

manner. The different approaches required due to the disparate data sources is 

examined and justified in detail with images used to clarify the approach used in 

challenging areas or to illuminate areas of interest to the research question.  

The Project Development Chapter details the implementation of statistical exploration 

of the data and examines what can be said about the data prior to the later statistical 

tests. Detailed examination of the data is conducted and explained along with images 

of pertinent results to help illustrate the structure of the data overall.  

The Project Evaluation Chapter presents the results, and they are examined in the 

context of the previous chapters to help quantify to what extent the results demonstrate 
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and support the hypothesis.  Detailed examination of the results on a question-by-

question basis is produced in this chapter. 

The Final Chapter, is the Conclusions and Future Work Chapter that details the                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           

conclusions that have been reached based on the results obtained in the experiment and 

discusses the implications for future work conducted on the basis of the current 

database, including various other approaches that can be used to further strengthen the 

results, as well as other research questions raised by the results.  

There are also additional appendices that contain any images and plots that were 

generated in the completion of this work but that were not used in the main body of the 

text.   
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2. LITERATURE REVIEW 

2.1.  Introduction 

This chapter will explore recent work in the area of disinformation and will 

highlight some of the main approaches as well as seminal works in this area. A 

discussion of the findings and implications of the literature in this area will also be 

presented.  

2.2.  Misinformation Overview 

 Wang et al. (2021) explored the effects of exposure to misinformation on 

Twitter users and through an exploration of language distance analysis, found that such 

users did display a statistically significant change in the language use overall, with 

repeated exposures leading to a more pronounced change. Similarly, Dutta et al. 

(2021) explored the change in Twitter user’s behaviour following exposure to the 

Internet Research Agency (IRA), a known Russian internet propaganda organisation 

(Prier, 2017, Eady et al., 2023); and presented further supporting evidence that 

exposure to propaganda accounts and tweets, had a statistical effect upon user’s 

behaviour and that direct exposure to the IRA tweets had a greater and longer lasting 

effect overall. Dutta et al. references details released by Twitter following the 2016 

United States Presidential Election, that indicates that 3,841 bot accounts were 

deployed on twitter. (Update on Twitter’s Review of the 2016 US Election, 2018) This 

led to over 1 million users engaging with messages posted by those accounts, which 

then led to a further 73 million engagements (Thompson, 2018) all based on posts that 

originated with bots. DiResta et al. also examined the tactics and known activities of 

the IRA. (DiResta et al., 2018) They note that social media providers have been far 

from forthcoming in sharing the activities of organisations such as the IRA.  

As a counter to this and other findings in this area, Bail et al. (2020), found that 

exposure to IRA tweets may not have been all that effective in changing user’s 

attitudes. In a study of over one thousand Democratic and Republic voters and a 

Bayesian regression tree approach, they suggest that there is no evidence of a 

significant impact on user’s attitudes and suggest that perhaps the users targeted by 

IRA operatives may have not been particularly suitable to this type of approach. 
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However, their work is in the minority and the vast majority of the work in this area 

has found significant affects and changes in user’s behaviours following exposure to 

misinformation, disinformation and propaganda.   

Mocanu et al. (2014), in a robust study of 2.3 million Facebook users who had 

consumed information outside the curated mainstream media and found that while the 

quality of the information that these users consumed was not on a par with curated 

media, the ideas spread over Facebook and had the same longevity. They present 

strong evidence that misinformation, disinformation and propaganda are effective tools 

that have equal staying power as more accurate information.  

Bakshy et al. in their 2015 article examined over 10 million deidentified US 

Facebook account to examine how these users shared their views. They explored how 

it is a user may get exposed to an alternative viewpoint and suggest that homogenous 

groupings of like-minded users, such as family groups, and the Facebook news feed, 

are the two most common methods for sharing of ‘cross-cutting’ information. They 

note that Facebook differs somewhat from other social media in that the structure of 

groups tends to be focused on friends and family as opposed to political beliefs or 

shared hobbies as is often the case in Twitter. They suggested that Facebook users may 

have up to 20% of their connections as being from ideologically different users, 

presenting a broad range of opportunities to be exposed to differing viewpoints.  

Conover et al. in a 2011 paper suggested that users purposefully inject 

alternative views into the social media landscape of users with alternate viewpoints. 

This was in contrast to the highly partisan political tweets produced in the run up to the 

2010 US congressional elections. They differentiated between the retweet and mention 

tools of Twitter and found that while retweets are highly polarised, mentions were not. 

Mentions were seen to cross ideological lines, but the effects were not explored in this 

work.  

‘Fake news’: incorrect but hard to correct by De keersmaecker & Roets (2017) 

conducted a study on the impact of cognitive ability of users who are exposed to 

information that corrects incorrectly held beliefs that they previous professed. They 

found that the user’s cognitive ability overall correlated with their ability to adjust their 

views based on new information. The implications on how difficult it is to correct 

misinformation, disinformation and propaganda are clear. A further examination of the 

difficulties of expunging misinformation was explored in a 2015 paper by Exker et al., 

who argue that the primacy of the information is the main deciding factor of user 
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credence. While later information may be presented that counteracts previous 

information, it is more difficult for a user to replace a primary interaction with a later 

interaction even when that interaction suggests that earlier interactions are falsely held 

beliefs.  

2.3.  Brexit and the Targeting of Major Events 

  Several researchers have explored Brexit as a political event that was ripe for 

the employment of misinformation, disinformation and propaganda strategies. A wide 

range of work has focused on this contentious political issue. A 2021 paper by Bruno 

et al. ‘Brexit and bots: characterizing the behaviour of automated accounts on twitter 

during the UK election’ (Bruno et al., 2021), examines 10 million tweets from 1 

million users from 20th November 2019 to the 23rd December 2019 during and just 

after the UK general election (12th December). They found that almost 10% of the total 

users tweeting in the week of the election were bots, this was an increase from the 

usual background level of 2% found in their data. Similarly, Howard & Kollanyi 

(2016) uncovered a truly massive number of tweets that were strongly partisan, were 

targeted towards one or other extreme of the Brexit debate and jumped massively in 

number during the same period as found by Bruno et al. (2021).  

 Professor Philip Howard, professor of internet studies at the Oxford Internet 

Institute6, has produced a significant body of work in this area and is the lead author of 

one of the seminal works that explored the disruptive use of bots in the lead up to the 

Brexit referendum (Howard & Kollanyi, 2016), finding that leave hashtags proliferated 

through social media networks on a much larger scale than remain hashtags, that there 

were differing levels of automation between the two sides and that only 1% of the 

accounts overall produced over 30% of the total tweets. The effects of disinformation 

and propaganda in the lead up to the 2016 US election were also investigated. The 

work examined whether polarising content was being purposefully targeted at swing 

states. They found that overall Twitter users were sharing more ‘misinformation, 

polarizing and conspiratorial content than professionally produced new’ (ibid). They 

concluded that such content was targeted at swing states more than uncontested states. 

They presented their expert opinion to the United States senate in 2019 exposing IRA 

 
6 https://www.oii.ox.ac.uk/people/faculty/ 

https://www.oii.ox.ac.uk/people/faculty/
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efforts to exploit division and create disruption often by supporting and empowering 

both sides of a political issue such as Black Lives Matter (S. Rep. No. 10, 2019), going 

so far as to organise opposing rallies on both sides of the political spectrum in order to 

create disruption (ibid), they also found that peaks in disruptive activity often 

coincided with major events in the United states political calendar (ibid).  

 Bastos and Mercea in a 2019 paper found that a large number of bot accounts 

were activated in the weeks leading up to the Brexit referendum and that those 

accounts almost immediately ceased to function following the vote. They identified 13, 

493 (ibid) accounts tweeted in relation to the referendum that disappeared immediately 

afterward. The suggest that these bots are extremely effective at producing content that 

moves rapidly though social media networks and that clusters of bots can be effective 

in simulating consensus by sharing among other bot accounts and networks. A recent 

paper by Eady et al. (2023) corroborated these findings and presented evidence that 

exposure to misleading tweets increased with the proximity to the 2016 American 

Presidential election. Their work however did not findd evidence supporting a change 

in users’ voting intentions or attitudes across a range of topics , following exposure to 

IRA content. They also found that a small number of users was responsible for over 

70% of the exposures uncovered.  

 Other nations and political events have also been the focus of misinformation, 

disinformation and propaganda campaigns, Ferrara (2017) examined disinformation 

in the lead up to the 2017 French Presidential election through exploring a locally 

known political issue dubbed ‘MacronLeaks’. Following the use of machine learning 

techniques and cognitive behavioural modelling based on a database of 17 million 

tweets; they uncovered that the users who engaged in the sharing of hashtags related to 

MacronLeaks were usually members of international alt-right twitter communities as 

opposed to national French voters. They also presented evidence that a significant 

number of bots that had previously been utilised in the promotion of Donald Trump in 

the 2016 presidential election were reactivated and utilised in the run up to the French 

election. 

 Forelle et al. (2015) similarly present evidence of IRA attempts to affect public 

opinion in Venezuela and found that while IRA bot accounts overall constitute only a 

small percentage of the overall political tweeting, they still have a disproportionate part 

to play in radical opposition. 
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 Historic global events such as COVID-19 have also been seen to be fertile 

ground for misinformation, disinformation, and propaganda. In a 2020 paper, Jamieson 

and Albarracín found that the media that a user consumes correlates with the accuracy 

of a user’s understanding of COVID-19. They also found that conservative media 

tended to express conspiratorial and anti-science views. Karhu et al. (2022) in an 

online survey of 172 individuals, found an increase in social media overall that 

coincided with the COVID-19 pandemic and that an increased awareness of division 

around health polices implemented during the COVID-19 pandemic emerged.  

 

2.4.  User Behaviours 

 Endres and Panagopoulos, in a 2015 paper expressed a counter to the view that 

‘Cross-pressured partisans7 are commonly viewed as persuadable’. They found that 

while a significant effort is made to contact and impact cross-party partisans in 

elections in the United States, it appears from their research that the effect is not to 

change the subject’s partisan viewpoints but rather perhaps to disrupt their 

participation in the election. They noted an increase in abstentions and spoiled votes 

following exposure to cross-partisan views conducted in the study. This suggests that 

while misinformation, disinformation and propaganda may not actively change a 

subject’s views in their entirety, it may be enough to disrupt their participation in the 

political process itself. Supporting evidence was presented by Iyengar & Westwood of 

Stanford and Princeton universities (2015) in their study on the effects of polarization 

and extreme views held by in-group members when considering out-group members.  

 In a paper focused on the effects of conspiratorial thinking, Imhoff et al. (2021) 

present evidence in support of the view that belief in conspiracy correlates with a 

subject’s willingness to pursue their political goals through non-standard approaches, 

such as violence or terrorism.  

 O’Callaghan et al. (2013) explore the existence and strength of a ‘filter bubble’ 

in relation to right wing media as available on YouTube using a Non-Negative Matrix 

Factorization approach and explore both English and German examples.  They argue 

 
7 People with partisan political views that are exposed to views from the polar opposite 

of their political perspective. 
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and present evidence for the existence of a filter bubble for extreme right-wing views 

that is facilitated by the YouTube ‘related videos’ algorithm. Thus, a user who is 

exposed to an extreme right-wing video can find themselves rapidly drawn into a 

deeper pool of such videos.  

 Ördén argues in their 2022 paper that securing cyberspace from threats such as 

disinformation requires a new approach that they dub ‘Cyber Sovereignty’. They argue 

that the very nature of the international internet, beyond a nation’s borders, creates 

unique challenges in protecting users from exposure to disruptive content.  

 Prelog & Bakić-Tomić, in an astute and succinct 2020 study explore the 

difference in reactions to disinformation between younger and older generations. They 

found that younger generations were largely unconcerned with sharing and spreading 

fake news among their social networks and present a worrying picture of how little the 

truth of the media, shared by younger users, concerns them.   

2.5.  Twitter, Facebook, and Machine Learning approaches 

Many of the Machine learning approaches to identify misinformation, 

disinformation and propaganda in the Twitter ecosystem stem from a DARPA 

competition that challenged participants to find the most effective tool to find such 

tweets in real time (Subrahmanian et al., 2016) 

Twitter, by releasing the public API8 have become the mainstay of academic 

work in Machine Learning approaches to misinformation, disinformation and 

Propaganda such as classification, identification or sentiment analysis. The API 

constitutes at most 1% of the total tweets in the network at any one time, but it has 

become the bedrock for a wide range of research. During this study, Twitter was 

unexpectedly purchased and the ability to access the API freely has now come into 

question (Stokel-Walker, 2023) with a new paid system being introduced. This is sure 

to have drastic effects on the ability for researchers to produce good quality science on 

a similar scale as has been the case in the last decade.  

 Sanovich in their 2017 working paper, and later in a 2019 policy memo along 

with other researchers (Stukal et al., 2019), examined the behaviour of bot accounts on 

Twitter through the application of supervised Machine Learning algorithms to 36 

 
8 https://developer.twitter.com/en/docs/twitter-api 

https://developer.twitter.com/en/docs/twitter-api
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million tweets, posted by 1.88 million users, using a list of 86 keywords to identify the 

bot accounts. Whereas Kümpel et al. (2015), examined how news is shared on social 

media in their review of multiple papers addressing the matter.  

 Garret and Weeks (2013) explore the effects of some of the recent approaches 

that use Machine Learning in order to flag disreputable tweets in real time and find that 

the user’s beliefs have a significant impact on their willingness to believe a tweet that 

has been marked as of questionable veracity. Similarly, Glenski et al. (2013) find that 

bots and humans react differently to flagged tweets. They find that trusted news 

sources had the highest proportion of human interaction on Twitter while less 

reputable sources had a higher proportion of bot accounts associated with retweets and 

reactions.  

 A different approach was taken by Farkas and Bastos (2018). They examined 

twitter accounts, previously identified as bots account and subsequently deleted by 

twitter, to determine the function of the bot and troll accounts. Their paper offers 

insights into the targeting of certain users for the spreading of disinformation such as 

pro-Brexit German speakers, and the use of a wide variety of hashtags dependant on 

the disinformation that is being spread. Contrary to their expectations, they found that 

much of the material focused on spreading disinformation on the back of local news 

and issues as opposed to the expected behaviour of focusing on larger international 

issues. Llewellyn conducted similar work attempting to identify bot and propaganda 

accounts on active Twitter accounts (Llewellyn et al., 2018). While Squire (2021) 

examined the monetization of right-wing views and how the spreading of these views 

has economic impetus.  

In a recent paper, a linguistic approach was taken, using the bounded 

confidence (BC) model Douven & Hegselmann (2021) attempted to apply a complex 

model that seeks to identify non-benevolent actors in a social network to help identify 

bots and trolls that are sharing misinformation and disinformation. Their work utilises 

a modified BC model that accounts for truthfulness in the simulated actors. Their work 

demonstrates a complex relationship between not only the bad faith actors and the 

targeted users, but also ‘free rider’ users. These users do not necessarily have an 

agenda but are susceptible to the opinions of those around them and unwilling to 

challenge or update their beliefs which, they argue, is an essential requirement for the 

successful spread of misinformation & disinformation.  
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Several papers have examined how misinformation & disinformation spread 

through either rumour and the unfolding and spreading of debate within social 

networks (Vosoughi et al., 2018; Santagiustina & Warglien, 2021; Garrett, 2011).  

Hahn in their 2020 paper, examined how the interconnectedness of the social network 

itself can cause clusters of users to be less discerning of information they are presented 

with. Santagiustina & Warglien (2021) examined how arguments around Brexit 

evolved over time and sought to develop means to classify users based on the types of 

argumentations that they use. They note that Twitter has an antagonistic design that 

emphasises the polarisation of its users into opposing viewpoints.  

 An interesting paper by Matei et al. (2017) explores the limitations of big data 

approaches to ground truth and utilised Eurobaromter survey data to explore how 

accurate some approaches have been. They identify that factors effecting the statistical 

outcomes can easily be hidden from the data. They point to ‘age-related inequalities’ 

that cause an inherent bias in the data collection.   

Pherson et al. (2021) present an overview of methods utilised in the 

intelligence community for the combating of disinformation and asses the strengths 

and weaknesses of several different approaches. They argue that a successful strategy 

to defend against such foreign activities must be couple with increase media literacy.  

In an earlier paper demonstrating how long Machine Learning approaches have 

been utilised in efforts to combat misinformation, disinformation and propaganda, 

Ratkiewicz et al. (2011), present a method that claims a 96% success rate in the 

identification of misinformation in tweets.  

Other approaches such as combined detection methods may lead greater 

efficacy as argued by Volkova & Jang (2018). 

2.6.  Knowledge Gaps 

 The majority of work reviewed relates to individual domains, individual issues, 

or individual states. Studies rarely encompass two of those domains and no research 

was found that covered all domains. There is an ongoing research endeavour exploring 

how disinformation spreads throughout social networks, or the identification of 

examples in real time. Other work has focused on the targeting of individual hot topics 

such as Brexit, COVID-19 or various elections. Little work has been undertaken 

exploring the effects of such disinformation efforts on anything greater than the scale 
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of individual users or single issues. There is undeniable value to utilising the widest 

range of methods as possible in order to identify the sources of misinformation, 

disinformation and propaganda but without a focus on the long-term effects of such 

activities, it is impossible to gauge the utility of such endeavours. This work seeks to 

address this by exploring the effects of what has been observed on a state scale. The 

exploration and quantification of the effects of these activities will foster a greater 

understanding of their dangers.  

2.7.  Key Reflections  

The academic literature in this area has been seen to be focused on three main 

areas, firstly, Machine Learning approaches to classifying and identification of 

misinformation, disinformation and propaganda especially in relation to Twitter data. 

As was discussed above, this is mainly due to the open nature the Twitter API 

(accurate at the time of writing). Secondly, studies in this area are centred upon 

gauging the impact of exposure to misinformation, disinformation, propaganda or 

alternative viewpoints upon users. These studies have also tended to focus Twitter and, 

in the main, have small numbers of subjects. Finally, the third approach in this area has 

been to examine the impact of major political events upon the sharing of information 

across social media.  

 It was noted that there is a dirge of literature related to exploration of macro 

scale exploration of the patterns identified in the micro scale. This then was to be the 

focus of this study.  
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3. PROJECT DESIGN 

3.1. Introduction 

 In this section the design of the experiments to be undertaken in this project 

will be outlined. The key research question will be stated using a null hypothesis and 

alternative hypotheses, and an exploration of the potential approaches to seek evidence 

for this hypothesis will be outlined. Additionally, the types of datasets necessary for 

this research will be outlined as well the as variables necessary in order to test the 

hypothesis will be discussed. 

The design of the exploratory analysis to be undertaken in the study will be 

discussed in detail and the implications of the analysis in relation to the study. The 

potential range of machine learning approaches that can be used to explore the data 

will also be outlined. The design of the interpretation of the results as well as any 

limitations in methods will also be delineated.  

 

 

Figure 3-1- Stages of the experiment 
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3.2 Addressing the Research Question  

The goal of this research is to explore whether EU member states that received 

a larger proportion of disinformation based on a range of datasets, including two 

EUvsDisinformation datasets, (one of which was scraped from the 

EUvsDisinformation website9 which will be called the Scraped EUvsDisinformation 

Dataset and the other dataset from the Kaggle website that will be called the Kaggle 

EUvsDisinformation Dataset) have a statistically significant change in their attitudes 

towards the EU and EU institutions, as measured in selected questions from an 

additional dataset, which is the Eurobarometer survey data that covers the years 2015 

to 2022. 

 

Propaganda efforts have been utilised in recent years around events such as the 

Charlie Hebdo attack (Farkas & Bastos, 2018), terrorist organisations such as Islamic 

State (Chatfield et al., 2015), or the monetization of far-right propaganda (Squire, 

2021). This work seeks to uncover evidence of the effects of these practices upon 

national opinion and to quantify the impact they have had on member states.  

 

 The key hypotheses are as follows:  

• H0: There is no statistically significant correlation between nations that have been 

the target of larger amounts of disinformation, based on the data contained in the 

EUvsDisinformation datasets, and that EU member state’s change in attitude 

towards the EU, as measured in the Eurobarometer data between the years of 2015 

and 2021.  

• HA: There is a statistically significant correlation between nations that have been 

the target of larger amounts of disinformation, based on the data contained in the 

EUvsDisinformation datasets, and that EU member state’s change in attitude 

towards the EU, as measured in the Eurobarometer data between 2015 and 2021.  

3.3. Data Selection 

The project began with the discovery of the EUvsDisinformation website in 

early 2022. After discovering and exploring the database available on the website, 

 
9 https://euvsdisinfo.eu/disinformation-cases/?offset=100&per_page=100 

https://euvsdisinfo.eu/disinformation-cases/?offset=100&per_page=100
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the initial question was formulated: Can affects caused by disinformation be 

recognised in other data? After discovering the EUvsDisinformation database, a 

search of appropriate datasets available on Kaggle, and data.europa.eu, was 

undertaken. The majority of the available datasets were designed in relation to the 

information credibility in relation to hoaxes and rumours10, fake news detection11 

and classification of misinformation12. Indeed, the majority of datasets in this area 

are focused on detection and classification rather than the macro scale affects that 

these events may cause.  

 

Figure 3-2 - The EUvsDisinformation main page 

Extensive academic work has been conducted in these areas and a wide variety 

of approaches (Bastos & Mercea, 2019, O’Callaghan et al., 2013) and methods are 

regularly being developed (Douven & Hegselmann, 2021, Hahn et al., 2020), that 

seek to improve the accuracy of detection systems utilised by social media 

platforms to weed out disruptive content. 

 In conducting background research in this area, it was determined that there 

has been much less focus on the implications of the effects of disinformation upon 

users who have been exposed to it. Some limited studies have sought to explore the 

effects of disinformation and propaganda on user’s online habits (Mocanu et al., 

2014), or to explore whether or not a subject’s voting intentions changed after 

being exposed to views espoused by the opposite extreme of their political position 

(Iyengar & Westwood, 2015). However, there is little to no work on the effects of 

disinformation and propaganda on the National or International scale. This work 

 
10 https://data.europa.eu/data/datasets/5840066288ee38426dc65bb3?locale=en 

11https://www.kaggle.com/datasets/stevenpeutz/misinformation-fake-news-text-dataset-

79k?select=EXTRA_RussianPropagandaSubset.csv 

12 https://www.kaggle.com/code/sasakitetsuya/how-can-we-classify-fake-news 

https://data.europa.eu/data/datasets/5840066288ee38426dc65bb3?locale=en
https://www.kaggle.com/datasets/stevenpeutz/misinformation-fake-news-text-dataset-79k?select=EXTRA_RussianPropagandaSubset.csv
https://www.kaggle.com/datasets/stevenpeutz/misinformation-fake-news-text-dataset-79k?select=EXTRA_RussianPropagandaSubset.csv
https://www.kaggle.com/code/sasakitetsuya/how-can-we-classify-fake-news
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seeks to explore whether there is any discernible change in national attitudes after 

exposure to disinformation and propaganda.  

 

In order to answer this question, specific data would be required:  

1. Firstly, data that captured the quantity of disinformation and propaganda 

that was targeted per nation.  

2. Secondly, data that captured national attitudes over time 

3. Thirdly, data that measured the change in national attitudes towards 

something that can reasonably be said to be the target of disinformation 

campaigns.  

 

The majority of the datasets available on Kaggle and data.europa did not match 

these criteria. Most were text-based and focused on Machine Learning 

classification of different news articles. However, there was one dataset13 available 

that did contain data useful for the study that will be outlined in the next section.  

3.4 The Datasets  

 The first step required to explore the research question as to whether or not 

there is a statistically significant correlation between nations that have been the target 

of larger amounts of disinformation and their attitudes to the EU, was to identify 

inclusion and exclusion criterion for the types of datasets that would be useful in this 

study. So key characteristics of this selection criterion included: 

• The dataset pertains to either quantities of disinformation per nation or attitudes 

of an EU member state. 

• The reporting must be between the years 2015 and 2022. 

• The dataset must identify a country for each record. 

• The data must be sufficiently rich to be useful for varied approaches to answer 

the research question. 

• The data contained within the datasets must align with one another or be 

capable of being shaped into aligned data. 

 
13 https://www.kaggle.com/datasets/corrieaar/disinformation-articles 

https://www.kaggle.com/datasets/corrieaar/disinformation-articles
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• Data pertaining to national attitudes must have a wide range of source data to 

better understand the results regarding the research question. 

 

Given these criteria a widespread search process was undertaken to find datasets 

that would be suitable, and several datasets were eliminated on the basis of this 

criteria, including a Twitter based database in French and English14 and a text based 

fake news dataset15. Both of which were within the scope of the research but did not 

satisfy the criteria as stated above in that they were aimed towards disinformation 

classification or detection utilising Machine Learning approaches. However, three key 

sources were identified as being suitable for this research: 

- The current website EUvsDisinformation Data16 

- The Kaggle EUvsDisinformation Data17 

- The relevant Eurobarometer Data18 

The diverse nature of the sources required an individualised approaches to each as 

outlined in the following sections.  

 

3.4.1.  EUvsDisinformation Dataset  

The EUvsDisinformation website contains a wide variety of articles, studies and 

reports related to their ongoing efforts to detect and counter disinformation across 

European media. The bulk of their work has centred around eastern Europe more so 

since the invasion of Ukraine in February 2022. The website also provides a range of 

educational tools to better educate users on how to identify disinformation. Finally, 

they offer a disinformation database that lists the full collection of disinformation that 

they have collected since their creation in 2015. There are no details on the website 

regarding the methodology used in the collection of their data.  

 
14 https://data.europa.eu/data/datasets/5840066288ee38426dc65bb3?locale=en 

15https://www.kaggle.com/datasets/stevenpeutz/misinformation-fake-news-text-

dataset-79k?select=EXTRA_RussianPropagandaSubset.csv 

16 As available at: https://euvsdisinfo.eu/disinformation-cases/ 

17 As available at: https://www.kaggle.com/datasets/corrieaar/disinformation-articles 

18 As available at (for example): 

https://data.europa.eu/data/datasets/s2532_95_3_95_eng?locale=en 

https://data.europa.eu/data/datasets/5840066288ee38426dc65bb3?locale=en
https://www.kaggle.com/datasets/stevenpeutz/misinformation-fake-news-text-dataset-79k?select=EXTRA_RussianPropagandaSubset.csv
https://www.kaggle.com/datasets/stevenpeutz/misinformation-fake-news-text-dataset-79k?select=EXTRA_RussianPropagandaSubset.csv
https://euvsdisinfo.eu/disinformation-cases/
https://www.kaggle.com/datasets/corrieaar/disinformation-articles
https://data.europa.eu/data/datasets/s2532_95_3_95_eng?locale=en
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Each listed instance of disinformation is hyperlinked to a summary of that instance, 

a proof of why the instance is a falsehood, with a short paragraph explaining where the 

narrative originated from, as well as other metadata. The first goal of this research in 

respect to this website was to scrape the data in its entirety and to use this for this 

project.  

This necessitated using a webscraping libraries from Python using Requests19 and 

Beautiful Soup20. While other approaches such as Selenium21 were available, using 

Requests and Beautiful Soup was the approach that allowed for a straightforward 

implementation given the way structure of the data on the website. A significant 

amount of time was spent on this endeavour since the EUvsDisinformation website 

security was prone to identifying the Web scraping process as a DDOS attack. This 

meant that the data had to be scraped over three separate sessions, with the data 

appended to a .csv file. This was necessary as Cloudflare locked out the scraping 

program IP address for 24 hours after about 1/3 of the data had been downloaded.  

The EUvsDisinformation website data is organised in simple <html> tables 

containing only 10 rows and 4 columns (Date, Title, Outlets & Country). There were 

however, 14,957 rows with each table page only displaying 10 rows at a time. This 

meant that any attempt to scrape the data would require careful design so that it would 

not have to loop over the entire database at only 10 rows per table page.  Through 

exploration, it was determined that the best approach would be to set the URL on the 

webpage to display 100 rows per page and scrape each of these larger pages. This 

significantly reduced the number of requests that were made to the website and 

decreased the risk of having Cloudflare block the IP address for 24 hours.  

 

 
19 https://pypi.org/project/requests/ 

20 https://pypi.org/project/beautifulsoup4/ 

21 https://pypi.org/project/selenium/ 

https://pypi.org/project/requests/
https://pypi.org/project/beautifulsoup4/
https://pypi.org/project/selenium/
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Figure 3-3: The EUvsDisinformation website database as displayed through Firefox on 10/02/23. (Note, an 

example pertaining to the Turkish earthquake has been added, a mere 4 days after the event) 

 

As part of a scraping program a progress bar was developed as a further addition to 

the process to indicate how much of the process was completed and how much 

remained. Each successful webscrape could take up to 10 minutes to run and a 

progress bar meant that there was no danger of thinking that the process had crashed 

and losing what had already been downloaded. The Tqdm package22 was used for this 

purpose, by wrapping processes in a tqdm for loop, a simple progress bar would be 

displayed.  

 

 

Figure 3-4: The tqdm for loop used for the webscraping. 

 

 

 

Figure 3-5: The tqdm progress bar, at the end of the process in this case. 

 
22 https://pypi.org/project/tqdm/ 

https://pypi.org/project/tqdm/
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 The first step in this process required Beautiful Soup to: 

1. Set the URL: In this case by setting the number of table rows per page and then 

later using the offset, this increased the data collected by an order of magnitude 

with less IP requests being sent to the website.  

2. Create a Header: It was necessary to create a header to give the website 

security system the impression that the scraper was a browser. 

3. Check the Data: It was necessary to confirm that the data was available to be 

downloaded. 

4. Set the Page: It was necessary to set the part of the page that was targeted, a 

table in this case.  

 

 Figure 3.5: Steps in Using Beautiful Soup. 

 

Early attempts ran into significant challenges, for example, while scraping a single 

page, or several pages at a time, the system worked as expected. The scale of the 

scraping required meant that the scraper was being IP blocked by security as a 

potential DDOS attacker. Two solutions were attempted, neither of which fully solved 

the issue. Firstly, a list of proxy IP addresses were used to pass into the function that 

would rotate after each preceding IP address was blocked the Cloudflare security. 

There are significant lists of public IP addresses available but several attempts using 

this method failed due to the unreliability of the publicly available addresses.  

A better solution was to add a time delay with a random interval to each iterative 

page request to space out the requests and attempt to mask the scale of the scraping. 
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This was more successful and allowed the scraping of approximately one third of the 

data at a time before being IP blocked for 24 hours.  

 

Figure 3.6- Initial steps for web scraping 

 The base_url was the start point of each day’s scraping. The offset was used 

to pick up from where the last scrape had been blocked. The data was then appended to 

a spreadsheet as it was scraped.  

 

Figure 3.7- Final block for scraping EUvsDisinformation data. 

 

 The final development of the code functioned well enough bar the limits of 

being blocked by Cloudflare each time after collecting around a third of the data. The 

image above demonstrates the final time the block was used, the range is set to capture 

the last table pages. An exception was included in the loop to capture the last page that 

was scraped before being blocked so that it could be picked up at that point on the 

following attempt. The final process was finished over 96 hours with one third of the 

data being scraped each time followed by a 24-hour block from the website. The data 

was then merged and later accessed in Rstudio.  
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Figure 3.8- The scraped data as viewed in Python. 

 

 The scraped data was structured as follows:  

Name Description 

Date The date of the claim 

Title A text description of the claim. Usually about a sentence long, no 

more than 20 words 

Outlets The source of the claim 

Country A comma separated list of countries that were targeted in the 

disinformation instance.  

 

 Since the data had been scraped directly from the website, this data was 

compact and complete. There were no missing values across the dataset, and it 

required a minimum of wrangling. More detailed data is available by utilizing the 

website metadata, but it was decided that the main focus of this dataset would be the 

count of countries targeted by disinformation.  

 

3.4.2.  Kaggle EUvsDisinformation data  

The second set of data was the EUvsDisinformation data as available on Kaggle23. 

The original poster of this dataset responded after being contacted for further 

information and explained that the original data had been made available at a 

 
23 https://www.kaggle.com/datasets/corrieaar/disinformation-articles 

https://www.kaggle.com/datasets/corrieaar/disinformation-articles
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hackathon several years ago. The data is extremely rich and has many possible 

applications given the wide variety of dimensions that each instance contains.  

 

It contains significantly more detail than is currently available on the public facing 

website. The richer data contained in this dataset is also somewhat accessible though 

website meta data, it was decided however to use only the basic data that was 

successfully scraped, and the richer data available on Kaggle. This more complex 

dataset (Kaggle_Disinfo), used in conjunction with the more simplistic but wider 

ranged data (Scrape_Disinfo), provided both the breadth and depth necessary for 

this analysis. 

 

The data was downloaded and simply loaded in R:  

 

Figure 3.9- Loading the Kaggle data. 

 

The data contained a significant number of blank cells. Within the 7.3K rows 

there was a staggering 59K missing values, as well as cells that were marked as: 

“[‘None’]”. These were converted to ‘NA’ during the import process. The data 

contained over 7K observations with 37 columns. This would have to be significantly 

pruned in order to be of use for the study purposes: 

 

 

Figure 3.10- Column names of raw Kaggle data 

 

Many of the columns merely contained a repetitive code word. So, for example, 

language_id and language_name were in essence, the same data, while 
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language_code was merely a factor representation of the same data. Other 

columns such as start_time and end_time were empty in over 90% of the 

dataset. Finally, some rows were dependant on external sources such as images or out 

of date URLs. 

 

 There were 37 columns in total, most of which proved to be of little use:  

Name Description 

X An index coerced when imported 

Claims_id An id number: ‘/claims/100’ 

Claim_published Date of the disinformation instance 

First appearance Code number for initial source of the claim 

Review_id code number of the review 

Is_part_of Unclear data, a code number for issue but no 

explanation given. 

Example: ‘/issues/177’ 

Claim_reviewed Text Paragraph reviewing the claim 

Review_published Date of when the review was published 

Review_name Sentence summary of the response to disinformation 

claim 

Example: ‘the protests in Hong Kong are US-funded’ 

First appearance Code number for initial source of the claim 

Review_id code number of the review 

Is_part_of Unclear data, a code number for issue but no 

explanation given. 

Example: ‘/issues/177’ 

Html_text An extract html element contained a response to the 

claim in text. 

Text The same html_text with html tags removed 

Issue_id Repeat of ‘is part of’ column 

Keyword_id List of keyword codes. Example: [‘/keywords/61’, 

‘/keywords/76’] 

Keyword_name List of specific keywords. Example: [‘Conspiracy’, 

‘Terrorise’, ‘Donald Trump’] 
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Country_id List of country codes. Example: [‘/countries/4’, 

‘/countries/10’] 

Country_name List of country names: [‘Ukraine’, ‘Russian’, ‘UK’] 

Appearances Unclear data: ‘/news_articles/598’, 

‘/media_objects/1847’ 

Has_parts Unclear data. Seems to be a list of elements of claims:  

[‘/claims/75’, ‘/claims/73’, ‘/claims/33’] 

Creative_work_id Unclear data. Repeats appearances column 

type Unclear data. A non-functional html address: 

‘http://schema.org/NewsArticle’ 

url The non-functional url where the claim was originally 

found. 

Author A code for different author organisations but without a 

key 

Claim A code for different claims but without a key 

Web_archive_url A non-functional https address for the original claim 

Abstract Text harvested from the https source and stored as a 

string. Mix of languages, mostly Russian 

In_language List of languages stored as codes: ‘/language/3’. No 

key provided but later column lists the languages as a 

string 

Start_time Mostly blank cells, unclear data. Possibly the start time 

in seconds for the disinformation contained in the 

source.  

End_time Mostly blank cells, unclear data, seems to be the end 

time in seconds related to the column before.  

Organization_id Code for source organisation but without a key. Later 

columns contain the country as a string. 

‘/organizations/262’ 

Location Unclear data. Possibly the location of the source of the 

claim 

Organization name The source of the claim. Example: ‘southfront.org’. 

Mostly blank cells 
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Image_id Code for each image: ‘/image_object/23’ 

Image_type Unclear data, mostly blank cells but clearly related to 

previous column. Addresses are non-functional: 

‘http://schema.org/ImageObject’ 

Language_id Code for language contained in claim: ‘/languages/3’. 

NO key provided but next column lists language as 

string 

Language_name List of language or languages used in claim. 

Language_code 3 letter code for language used in claim but lists only 

one language even if more are used.  

 

 In the end, of the 37 rows the dataset was cut down to 6 columns: 

Name Description 

Claim published Equivalent to the date of the event. 

Keyword name The key issues that the event targeted. 

Country name The country or countries that were targeted or 

mentioned. 

Abstract A description of the issue addressed in the event. This 

was later removed as it contained strings mostly in 

other languages. 

Organisation name Equivalent to organisation in the scraped data. 

Language name The language that the event was originally written in. 

 

  

 Subsequently a large number of ‘N/A’ values were discovered throughout the 

remaining data. Most rows had some missing element in one or more column. 

Arguably all rows with an N/A could be removed, but as further exploration and 

experiment planning developed, it was decided that only the bare minimum of rows 

were of value to the work. Removing all rows containing an N/A value left less than 

200 rows. The abstract column alone contained 6.5k N/A values, therefore it was 

decided to leave the dataframe intact and to use only the values that were needed for 

the eventual experiment.   
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Figure 3.11- Kaggle dataframe missing values. Total number of rows was over 7000. 

 

 Finally, some small changes were made to the data on the dataframes, dates 

were correctly stored as date values, factors were applied where necessary. The large 

text data in Kaggle$abstract and Scrape$Title, were left as part of the data 

so that they could be utilised for extra plots such as word clouds or data mining. The 

final dataset was 6 columns wide (as seen in the above image) and contained 7.3K 

rows, listed by date with both keyword_name and country_name column 

containing comma separated lists. This would be modified later in preparation for the 

eventual experiment.  

3.4.3.  Eurobarometer Data  

 

 Having prepared the Kaggle and scraped data, the next task was to prepare the 

Eurobaromter survey data. This task proved reasonably complicated, the scale of the 

data that was initially collected proved unwieldy, each question that was added created 

a significant amount of work in terms of wrangling and preparing the data. Issues arose 

such as how to clean data effectively over thousands of pages contained in long lists 

that were not easily accessible in R. Other issues arose around the use of French text in 

the data that was incorrectly encoded in RStudio. Each of these challenges had to be 

handled in turn.  

 

Standard Eurobaromter surveys are conducted twice a year. Each of the 28 Pre-

Brexit EU member states, 27 member states following Brexit, have circa 1000 

respondents polled on upwards of 170 questions that vary in each biannual survey. The 

structure of the data and the way it is packaged for public sharing led to a host of 

problems. Other than Standard Eurobarometer surveys, there are a number of Flash 

Eurobarometers that also occur each year that tend to explore current events. These 

flash surveys were not used as the data contained within them was not replicated over 

the study years.  
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Figure 3.12- Example Eurobarometer data as downloaded by the author. Questions useful to the work were 

highlighted in green. 

 

 

Figure 3.13- Example EB question 

 

 Each individual question recorded the number of each Member State’s citizen’s 

response to the question. Responses were recorded depending on the question. In the 

pictured example, a scale of Bad to Very Good was used. Other questions had different 

options. The data also recorded the EU 28 responses overall, and in the example above, 

the EU28-UK (EU 28 minus UK). The structure of the table itself as well as 

differences between tables, across the range of years, led to a host of problems in 

RStudio.  The scale of the data, with up to 30 member or prospective member states, 

answering up to 170 questions meant that each years’ survey was a large file. 7 years’ 

worth of such files were needed and had to be loaded into RStudio. The first attempts 

however, either totally failed due to the size and structure of the data or crashed 

RStudio. A new approach was developed that avoided these issues.  

 

The first step was to decide on which questions that were available over the 7-

year period would be directly related to the hypothesis in this experiment. This 
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necessitated tabulating the questions that were used in each of the 11 surveys, 

determining the questions that were consistent, or at least partially consistent over the 

survey period and exploring any patterns in the data overall.  

 

 

Figure 3.14- Example of the tabulation of a selection of questions from 5 of the EB surveys 

  

 Eurobarometer 92-2019 (EB92-2019) was chosen as the initial reference list of 

questions. It was chosen as it is the midpoint of the range, and this meant that there 

were a number of questions that were consistent in the years before and the years 

following EB 92-2019.  

 

“QA12.1: And please tell me if you tend to trust or tend not to trust 

these European institutions: The European Parliament”. 

 

44 questions were chosen from EB92-2019 as being of potential interest or 

likely to be of use for the work. Example questions such as QA12.1, were clearly of 

use in answering whether a Member State had had a change in their trust in the EU 

over the study period. Other questions were less clearly of use but may have included 

interesting insights into the data: 

 

“QA7: What does the EU mean to you personally? (Multiple 

answers Possible)” 

 

 After compiling a list of questions, the task of checking each Eurobaromter 

survey and tabulating whether the question was included in that year’s survey began. It 
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was discovered immediately that not only were question codes not consistent across 

the years but that also codes could be reused for different questions in different years. 

Further, EB93-2020 had its own code system with no relation to the following or 

previous years. Following EB93-2020 an entirely new system was implemented, with 

a simplification of the codes. The range of possible codes for each question meant that 

very specific lists would have to be used when importing the required data into R and 

many hours of careful analysis and determining translation processes between the 

codes would be necessary.  

 

Figure 3.15- Change in one question over time. The code changes each year, and the question is missing in 

2022. 

  

The final challenge encountered while tabulating the questions was in the 

variation of questions from year to year. Many of the original 44 applicable questions 

from EB93-19 were not present in other EB years or were only occasionally present. 

Very few questions overall were entirely consistent across the 10-year range.  

 

 With the list of questions in hand, they were loaded into RStudio. This 

presented its own challenge. The structure of each Eurobarometer contained an index 

page that listed the selected questions from that year with hyperlinked connections to 

switch to specific question sheets. The questions themselves were formatted in such a 

way that RStudio had difficulty in formatting the data in a readable manner, finally, the 

scale of each year’s survey results, with up to 170 questions meant that RStudio took 

several minutes to load in the data per year.  
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Figure 3.16- Eurobarometer Index page listing 26 of the circa 170 questions available for that year. 

 

 

Figure 3.17- Sample Eurobaromter question: "D71a.1: when you are together with friends or relatives, 

would you say you discuss frequently, occasionally or never about....? National political matters" 

 

 The page design in the xlsx files meant that the first six rows of the 

spreadsheet (in the case of the question above) would have to be removed in order to 

have access to the data. Secondly. The raw numbers were contained in rows titled in 

French, while the percentages were titled in English. Finally, the third column 

contained data that widely varied over the year. In the example above, there are both 

EU28, and EU28-UK. In other years, only EU28 was recorded while in later years, the 

structure changed to EU27 following Brexit. This presented further challenges that are 

outlined later in this chapter.  
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 The first attempts to load the data into RStudio used the Rio and openxlsx 

packages. Both were capable of loading the data but took significant amounts of time 

in the first tests without having set any parameters. Initial attempts to load the data 

without arguments crashed RStudio. After analysis, the openxlsx package was 

settled on as it performed better.  

 

 The eventual method after much trial and error was to pass the string values of 

the pages from the specific EB spreadsheet that referred to the questions of use to the 

study, in total the data was loaded from EB83-2015 to EB97-2022.   

 

Figure 3.18- Code block to import EB97-2022 using only the specific questions needed for the study. 

 

 The data was loaded as a ‘Large List’ by openxlsx. This resulted in data that 

could be accessed through the list index. The data was not yet in dataframe format and 

was still listed as separate years: 
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Figure 3.19- Eurobaromter questions loaded year by year as Large Lists 

 

 Each year’s data was loaded as a list of questions from that year. EB92-2019, 

as the original reference year, contained the most questions (44), other years contained 

varying numbers of questions that aligned with EB92-2019 with EB94-2020 having 

the lowest number of questions with 31. Each large list was constituted as a list of the 

individual questions that had been loaded into Rstudio. Each question could be 

accessed by the Large List index or string value such that, question D71_1 for 

openxlsx_96 (EB96-2021), could be accessed with the code: 

‘View(openxlsx_96[[“D71_1”]]”. However, these list elements had yet to be 

cleaned in order to make the data accessible.   
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Figure 3.20- EB97-2022. Questions are contained in a Large List and can be accessed with their index or 

string value. 

 

 The questions in the list were loaded by openxlsx exactly as they were laid out 

by the original xlsx file. This meant that the empty cells that were part of the 

spreadsheet, were loaded as NA values in R. Attempting to remove the NA values by 

hand for each question for each year was not a viable solution so an algorithmic 

solution was developed.  
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Figure 3.21- EB97-2020- Question D71.1. 44 columns long, all character values without useful headings and 

containing many NA values. 

 

 On exploring the questions that had been loaded, it was apparent that there was 

a lot of variation in the spreadsheet structure. D71.1 (above) had 44 columns and 15 

rows. This covered the available replies to that specific survey question and recorded 

the raw numbers of responses per Member state as well as the equivalent percentage. 

Other pages had up to 30 rows depending on the available response to the specific 

question. However, the first 6 to 9 rows, containing meta data, usually shared the same 

layout across years.  
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 A function was written to do the following: 

1.  Search for the string value (green box): ‘UE27 EU27’  

2. Remove all rows above the location where it was found. This removed all the 

Meta data contained on the question page and the first column containing NA 

values (red box).    

3. Set the country cells as the new column headings (Yellow box) and then 

remove those string values. 

4. Convert all values to numeric, bar the factor values (blue box): 

5. Reset the index for the new Dataframe.  

 

 

 

Figure 3.22- Reseting the DataFrame 

 

 

 A major stumbling block was encountered in this approach due to the inner 

workings of R. The function, as initially designed searched 3 possible locations for the 

necessary string, in EB97-2020 for example, ‘UE27\nEU27’ could be located in either 

the 5th, 6th or 7th row.  

The first design of the function attempted to iteratively search from lower 

numbered rows to higher numbered rows. But this proved challenging as there is an 

issue in R when searching for string values, if an ‘N/A’ is found in the location, R will 

throw an error and end the process. This proved to be challenging, and was solved by 

changing the search approach, rather than searching from the lower numbered rows to 

higher numbered rows, the search criteria searched higher numbers and then descended 
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through the row numbers. This deftly avoided the issue in R rather than solving it, the 

function now worked as intended.  

 A second issue was caused by a change in the structure of the spreadsheet in 

2020 specifically. The earlier function would not work with that year’s data. This 

meant that a second function had to be written for those sheets to load them 

successfully into R. Further issues with this dataset were uncovered later. In total, three 

functions each with three different if/else statements, totally nine different 

variations to the function, were needed to search different row locations, or different 

strings depending on the style used that year. Applying the function to each 

Eurobarometer year resulted in large lists containing all the question for that year 

cleaned of all meta data, with new row headings, and with all data converted to the 

correct format.  

 

 

Figure 3.23- Example of a cleaned and formatted Eurobaromter question from EB86- 2016 

 

 A year column would be needed to be able to record which Eurobarometer 

survey the data had come from. A simple code chunk was used for each chunk with a 

year and season input being requested when executed. This year and code input would 

then be attached to each question located in the large lists, secondly all NA values 

were converted to a ‘0’.  
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Figure 3.24- The Year_var was recorded when the chunk was executed and then applied in the 

EB_convert_ordered function. This added the year column to the start of each question. 

 

 Finally, after having loaded each individual Eurobarometer’s questions into 

RStudio, and then having cleaned and added useful columns to the data. Questions 

useful to the research hypothesis would have to be amalgamated into a dataframe that 

contained the responses to the questions across all available years, listed by country.  

   

 

Figure 3.25- Combining questions from each year. Column rows varied year on year, the final step above, 

rearranges the columns as needed. 
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Figure 3.26- The resultant dataframe: Question QA8- 'how much do you trust the EU?' 

 

 In the example question above, we can see that UE28 EU28 features in both 

2015 Spring and 2015 Autumn. Later years utilised one of the other options listed in 

column 4 (UE28-UK, EU28-UK) or column 5 (UE27 EU27). Each nation has its’ 

responses recorded year by year and is organised by the Level column.  

 After beginning the process of loading all 44 available questions into R and 

wrangling them into useful data it became clear that the scale of the effort required to 

load all the available questions went far beyond the time available.  A small selection 

of pertinent questions was selected to be used in this analysis that were essential in 

exploring the research question. There are undoubtedly further interesting insights in 

the other questions, this is addressed in more detail in the Conclusions and Future 

Work chapter. The following questions, available across the range of Eurobaromter 

surveys used in the project, were selected as the most appropriate to the research 

question:  

 

Question code 

(varies by year) 

Description 

D71a2: ‘When you get together with friends or relatives, would you say 

you discuss frequently, occasionally or never about...?’: 

‘European Political Matters’ 

 

D71a3: ‘At the present time, would you say that, in general, things are 
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going in the right direction or in the wrong direction, in…?’: 

‘The EU’ 

 

D78: In general, does the EU conjure up for you a very positive, fairly 

positive, neutral, fairly negative or very negative image?’ 

 

QA8: ‘I would like to ask you a question about how much trust you have 

in certain media and institutions. For each of the following media 

and institutions, please tell me if you tend to trust it or tend not to 

trust it.’: 

‘The EU’ 

 

3.4.4.  Exploratory analysis  

Having wrangled the Eurobarometer questions, the scraped_EUvsDisinformation 

data and the Kaggle_EUvsDisinformation data we were ready to move on to 

exploratory analysis. The Eurobaromter data would be subjected to a more statistical 

analysis (see chapter 4) given that entirety of the data was numerical. The three 

datasets required different approaches due to the differences in the data contained 

within each.   

  

 

The Scraped EUvsDisinformation data: 

Name Description 

Date Formatted as date: YYYY-mm-dd 

Title <chr> A description of the disinformation instance 

Outlets <chr> A record of the source of the disinformation 

Country <factor> A record of the country targeted in the disinformation 

instance. 118 factor levels.  
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The Kaggle Data: 

Name Description 

Claim_Published Formatted as date: YYYY-mm-dd 

Keyword_Name <chr> A description of the keywords contained in the 

disinformation instance 

Country_name <factor> A record of the country targeted in the 

disinformation instance. 98 factor levels  

Organisation_name <chr> A record of the source of the disinformation 

Language_name <chr> A record of the language used in the disinformation 

instance. 37 possible languages 

 

 

Eurobarometer D71a.2: ‘When you get together with friends or relatives, would you 

say you discuss frequently, occasionally, or never about…? European Politics’ 

Name Description 

Year <factor> The year and season of the survey. 15 factor levels 

Level <factor> The response to the questions. 20 factor levels  

Country results 

(DE, UK, IE, 

PL) 

<numeric> The results per year and per level to the question 

as a numeric value 

  

 

Eurobarometer D71a.2: ‘When you get together with friends or relatives, would you 

say you discuss frequently, occasionally, or never about…? European Politics’ 

Name Description 

Year <factor> The year and season of the survey. 15 factor levels 

Level <factor> The response to the questions. 20 factor levels  

Country results 

(DE, UK, IE, 

PL) 

<numeric> The results per year and per level to the question 

as a numeric value 
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Eurobarometer D71a.3: ‘At the present time, would you say that, in general, things 

are going in the right direction or in the wrong direction, in…?’ The EU. 

Name Description 

Year <factor> The year and season of the survey. 15 factor levels 

Level <factor> The response to the questions. 19 factor levels  

Country results 

(DE, UK, IE, 

PL) 

<numeric> The results per year and per level to the question 

as a numeric value 

 

 

Eurobarometer QA8: ‘I would like to ask you a question about how much trust you 

have in certain media and institutions. For each of the following media and 

institutions, please tell me if you tend to trust it or tend not to trust it.’ 

Name Description 

Year <factor> The year and season of the survey. 15 factor levels 

Level <factor> The response to the questions. 7 factor levels  

Country results 

(DE, UK, IE, 

PL) 

<numeric> The results per year and per level to the question 

as a numeric value 

 

  

 

 

The scraped data required some small amount of wrangling to clean up the 

column headings and convert the data column to the correct format, there were no 

missing values to be removed in the data. However, the data that was of most use was 

contained in lists in the data as currently constructed, this would have to be 

reconstituted in order to ensure the maximum utility of the data:  
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Figure 3.27- Country data contained in lists in the Scraped data. 

In order to maximise the fidelity of the data, a simple command was used to 

separate the rows and replicate the data for each list item. This converted the original 

Scaped dataframe, containing 15K rows into an atomic instance dataset containing the 

same columns but 66,409 rows, the Scraped data was now prepared and ready for 

exploratory analysis. 
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Figure 3.28- Detail of the atomic data after separating the Country list elements. Original rows have been 

replicated for each list item. 

  

 

 The Kaggle data contained a significant amount of missing data:  

 

 

Figure 3.29- Sum of missing values in the Kaggle data 

 

 The abstract column in the Kaggle data (containing a paragraph about each 

disinformation instance in the original language, mostly in Russian, some Arabic, 

Italian and other languages). Language_name was also missing values in over half 

the available rows. This column contained a list of the languages that the 

disinformation instance had been originally written in. However, many of the cells 

contained the language name but were missing the abstract. Or contained a clearly 

national organisation but were still missing the language_name. The abstract and 

language_name columns both proved useless for our purposes.  

However, removing all rows that contained a missing value left only 200 rows. It 

was decided to leave the dataframe as it was constructed and to utilise only the useful 

data contained in the dataset. The data values contained in claim_published, the 

keyword_name and the country_name were all used in the project.  

A further issue was how the data was listed in the keyword_name and 

country_name columns in the Kaggle data:  
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Figure 3.30- Keyword_name and country_name lists contained in single cells 

 This data was inaccessible in this format and would have to be separated into 

atomic values to render it functional for the experiment. This process was further 

complicated by the inclusion of the square brackets.  

 

Figure 3.31- Initial step to separate the Kaggle data into atomic rows 

 

 The above code chunk failed to deal with the square brackets on the ends of the 

lists. Thus, any listed country that was at the start or end of a list, still had the square 

bracket remaining at either the start of the end of the string following execution of the 

code:  [‘Ukraine’, ‘Ireland’] became “[‘Ukraine” and “’Ireland’].   
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A second code block was written utilising regex to remove any further 

extraneous data:  

 

Figure 3.32- Code block to remove any and all punctuation from Kaggle dataset columns 

 

 Initially the data was made completely atomic in that any row that could have a 

separated value was separated, however it was later determined that quite a lot of the 

data would not be of use and so these steps were delimited to the data that we required. 

The abstract and organisation name columns were not separated. There meant that 

some organisations were captured in lists, but they were not used at a later point so this 

was deemed acceptable. Adding unnecessary separations tended to create datasets of 

hundreds of thousands of rows. The two datasets, after having the atomic values 

coerced were arranged as follows:  

 

- SEP_Kaggle: 23K rows with 5 columns: 

 

Figure 3.33- Kaggle data, each coloured blocked has been separated into atomic data such that each lists item 

has been extracted and the row on which it was originally contained, has had the data replicated. 
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- SEP_Scrape: 66K rows with 4 columns: 

 

Figure 3.34- Scraped data, the country col has been separated into atomic data such that each lists item has 

been extracted and the row on which it was originally contained, has had the data replicated. 

 

The Date Column 

 The date range between the Scaped and Kaggle data were not initially aligned 

with one another. The date ranges are listed below:  

 

Figure 3.35- Date ranges across all three datasets 

 

 The scraped data dates were scraped from the website in late January and as 

can be seen in the image, the database is consistently being added to. The Kaggle data 

dates however were limited to 2020. The Eurobaromter data was delimited to 2022 at 

the design stage. The differences in the date ranges meant that date would have to be 
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subset to align the dates so that the data could be successfully validated. All further 

exploration was carried out on the dates delimited by the Eurobaromter data (2015 to 

2022). 

 

 Plotting of the unaligned dates contained in the Scraped and Kaggle datasets 

demonstrated some concerning aspects of the data. Considering that both datasets were 

ostensibly sourced from the same organisation albeit at perhaps three years removed 

from one another, the date ranges did not align particularly well:  

 

Figure 3.36- Plots of Unaligned Dates 

 

 The histograms displayed a problem misalignment for dates between 2017 and 

2019. On the other hand, the scale was significantly different between the plots. The 

Scraped data also seemed to display a fairly normal, if skewed distribution, these 

aspects will be explored in chapter 4. 

 

 After aligned the dates between the two datasets, the data was somewhat more 

aligned and closer in scale. However, the lack of data between 2017 and 2019 for the 

Kaggle data raised serious questions as to the fidelity of the data overall.  

 

Figure 3.37- Plots of Aligned Dates 
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 Using ggplot to better control the aesthetics of the plots confirmed that the date 

data was not particularly well aligned overall:  

 

 

Figure 3.38- GGPlot of Unaligned Dates 

 

 It was decided that since the function of the two datasets was not similar, that 

the apparent lack of alignment, may be caused by the different goals of each dataset. 

The website data that had been scraped, seeks to be an overall, up-to-date overview of 

disinformation that EUvsDisinformation has detected, whereas the Kaggle date had 

been used for a Hackaton at some point in 2020 with a more Machine Learning 

focused goal. This potential issue as spotted in the data exploration would have to be 

explored in later analyses to see if combining the datasets together had any validity.  

 

The Country Column 

 The most important data was most likely to be the country data contained in 

both datasets. Looking at the data contained in the scraped data we can see that Russia, 

Ukraine, and the United States are far and away the target of more disinformation than 

other nations. None of these nations were included in the Eurobarometer data and so 

these countries were excluded. The EU value was also of little use as while it targeted 

the EU as a single institution, the Eurobarometer data was recorded and utilised on a 

member state basis. Germany, the UK and Poland featured in the top 5 when other 

nations, that were not part of the study, were removed.  
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Figure 3.39- scraped Data- Sum of countries (Scraped Data) 

 

 Similar results were found in the Kaggle data. There were some variations but 

overall, the data was very similar: 

-  the United States was recorded as both the ‘US’, and as: ‘United States’.  

- We see the same top 4, Russia, Ukraine, US and EU  

- We have the addition of The West and United States.  

- Following that, Poland, UK and Germany feature in the top 5 again. 

 

 

 Figure 3.40- scraped Data- Sum of countries (Kaggle Data) 
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When plotted together, the similarities of the plots can easily be seen, the counts are 

also quite similar:  

 

Figure 3.41- scraped Data- Sum of countries (Comparing Scraped and Kaggle Data) 

 

 Overall, the country data seems of high fidelity between the two datasets and 

several European member states have been targeted by disinformation during the study 

period.  

 

The Outlet Column 

 The outlet data was initially expected to constitute a large part of the eventual 

experiment design, however on exploring the data, it was rejected as of little use 

overall. Both datasets contained a column that captured the original source of the 

disinformation however the structure of the columns was different and of little relation 

to the alternative dataset.  

 

 The scraped data attempted to capture both the title of the source, often a 

youtube or other media site video, or a newspaper article; as well as the source 

website. This resulted in extremely long strings that were too ungainly to be of real 

use:  
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Figure 3.42- scraped Data- Sum of Outlets 

 

 ‘Petr Tolstoy Vremya Pokazhet- Youtube’ is just one example of the 

troublesome structure to this data. The Kaggle data had a different but equally difficult 

style in how the data was recorded:  

 

Figure 3.43- Kaggle Data outlets 
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 As can be seem, there is little alignment between the two datasets at face value. 

However, looking at some of the recorded values we can see that they are alternative 

recordings of the same data as contained in the Scraped date. “Vremya Pervyi kanal” 

seems to be the same video as mentioned in the previous dataset. Other web sites such 

as sputnik news, or rt.com are also recorded in both but clearly utilising a different 

stylistic approach that would necessitate a complex system to extract the data with any 

sense of fidelity. Both columns were rejected for use in the experiment.  

 

The Kaggle Data- Language Column 

 Only the Kaggle dataset contained language data. When this data is plotted, 

some interesting insights were gained:  

 

Figure 3.44- Kaggle sum of languages used. 

 

 Russian was by far the most used language. English features as the second most 

common language, this is presumed to be due to its international nature. Bulgarian is 

unexpectedly the third most common language, an anachronism that was not easily 

explained by the data. Similarly, Czech made a surprise placement in the top 5, almost 

equal to Arabic, although Arabic’s inclusion is better explained by the prevalence of 

Syria in the country data (see above). Within the top 10 we find German, English and 

Polish. While the other language are less easily explained, those three regions of 

Europe have featured yet again.  
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3.5.  The Kaggle Dataset  

 The final column contained in the Kaggle data was the keyword data. This was 

unlikely to be used in the eventual study but does bear exploration as it helped with 

further understanding of the data overall: 

 

Figure 3.45- Kaggle Keyword Data 

 

 The range of keywords here is illuminating. A clear focus on creating a 

supposed sense of Anti-Russian bias can clearly be seen. While several extremely 

sensitive issues are also seen such as ‘MH17’, ‘Colour revolutions’, and ‘War in 

Ukraine’. Secondly, a very clear focus on Ukraine connected topics can be seen. Most 

interestingly, conspiracy features as the most common keyword and is by far the most 

used term overall. Ultimately this data was fascinating but of no direct use in this 

study. However, it does present several interesting possibilities for further research.  

3.6.  Machine Learning Approaches  

Given that a wide range of data is available, and that Machine Learning is 

essentially the state of the art in terms of data analytics and data Science, it behoves us 

to at least explore its utility in relation to these datasets. A number of approaches are 

possible with the data that we have, later statistical exploration of the Eurobaromter 
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data would further clarify possible approaches that could be taken. Each of the 

approaches were tentative at this stage and the eventual application of (k-NN or LR) 

was only decided at a later stage following much more detailed analysis of the datasets 

as well as the results of the experiment.  

• K-nearest neighbour, as a supervised, classification approach could be useful in 

identifying different types of disinformation that are targeted at different 

nations by utilising the wider data available in the Kaggle data to establish 

links between keywords, language and the target of the disinformation.  

• Linear Regression, using the Eurobarometer data (see chapter 4) could be used 

to model the relationship between changes in attitude in one European Member 

State and others that may also have a change in their attitude to the EU during 

the time frame.  

• Random Forest as an ensemble learning method could contain deeper insights 

that other methods in that it combines some of the strengths of some of the 

other approaches. By utilising random forests to balance the overfitting 

potential of decision trees alone, interesting insights could be gained in the 

interconnectedness of the Kaggle data given that it is much richer than the other 

datasets.  

• Support Vector Machine, sadly beyond the scope of this study as the most 

useful data has been rejected for the purposed of the research question; but 

SVM could easily be used, especially in relation to the complex text data in the 

Kaggle and Scraped datasets to help classify the disinformation instances.  

• An alternative approach utilising the same data would be Neural Networks. The 

weighted data approach structured into nodes that resemble biological neural 

networks, can be used to find unexpected and hidden links between the data 

points and the disinformation.  

3.7.  Key Reflections 

Overall, the research question was based on correlation and so Machine 

Learning approaches were not expected to be the most appropriate approach. The bulk 

of the academic work in this area does however, focus on the use of ML in order to 

facilitate identification and classification of the Levithan and ever increasing amount 

of Tweets, Youtube videos and Facebook posts that are the field upon which 

disinformation is laid ad nauseum. Machine Learning was utilised at the end of the 

experiment to gain useful insight into the implications of the data, but this was not the 

original focus of the study.  
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 The main finding in the explorations of the datasets in relation to the research 

question is that Germany, the UK and Poland feature in both datasets within the top 5 

overall when other nations, outside the scope of this study are removed. Secondly, the 

date data is not very robust or at least, the collection criteria may have changed 

between the creation of the Kaggle dataset and the ongoing collection of the 

disinformation database. The date data in the Scraped data overall seems more robust 

in that there are no obvious date ranges that seem to be missing data.  

 

 The main focus of the study was refined, following the exploratory analysis, to 

be: ‘have there been any changes in the national attitudes of Germany, the UK and 

Poland in the study period given that they have been targeted by disinformation, as 

recorded in both the Kaggle and scraped disinformation datasets?’ 
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4. PROJECT DEVELOPMENT 

4.1.  Introduction 

In this chapter the structure of the Kaggle_EUvsDisinfo and Scraped_EUvsDisinfo 

data will be reviewed to better understand their functions regarding the research 

question of whether EU member states that received a larger proportion of 

disinformation based on these datasets have had a statistically significant change in 

their attitudes towards the EU as measured using the Eurobaromter dataset.  

The final steps in wrangling and exploration of the Eurobarometer data will be 

explained in this chapter with extensive images to help better clarify the configuration 

of the data. Secondly, statistical exploration will be carried out and explained in detail 

regarding the implications and potential sources of some of the unexpected variations 

in the data. Finally, the results will be discussed as regards the potential impact on our 

statistical tests to be carried out in the next chapter.  

4.2.  The EUvsDisinformation Datasets  

The Scraped_EUvsDisinfo data and the Kaggle_EUvsDisinfo data has been 

extensively wrangled by this stage in the project. The original data that was scaped 

from the EUvsDisinformation website24 database has been separated into more atomic 

rows so that each country mentioned in each instance in the database can be measured 

individually rather than as part of a list of countries. Similarly, the 

Kaggle_EUvsDisinfo has been separated atomically by country, earlier approaches that 

further separated the data by keyword proved counter-productive as the dataset was 

expanded to hundreds of thousands of rows and became ungainly.  

 The key outcomes from the exploration of the EUvsDisinformation data thus 

far were seen to be that while several nations outside the scope of this study, 

dominated the counts of disinformation overall, that Germany, the UK and Poland all 

featured within the top nations that can be said to have been targeted based on the data 

available. This was further confirmed when looking at the main languages used after 

removing the languages outside the scope of the study (Russian, Bulgarian). Finally, 

 
24 https://euvsdisinfo.eu/disinformation-cases/?offset=100&per_page=100 

https://euvsdisinfo.eu/disinformation-cases/?offset=100&per_page=100
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while a simple exploration of key words and the outlets where the disinformation was 

first detected, contained in the Kaggle_EUvsDisinformation dataset, proved very 

illuminating, it was not useful in answering our research question. These issues will be 

addressed further in Chapter 6,.  

 

Figure 4.1- The current structure of the scraped EUvsDisinformation data. 

 

 

Figure 4.2- the current structure of the Kaggle_EUvsDisinfomration data 

 



 

 73 

4.3.  The Eurobaromter Dataset  

The Eurbaromter data has, by this stage, been loaded into R on a per survey 

basis. Data from Eurobaromter 83 (EB83-2015) to Eurobaromter 97 (EB97-2022) have 

been sourced from the data.europa website and loaded into R using the 

openxlsx package. Extensive wrangling has already taken place in order to clean 

NA values and restructure the individual questions into a useful shape regarding the 

research question.  

Finally, four questions from the original list of 44 questions based on 

Eurobarometer 93 (EB93-2020) were selected and those questions were extracted from 

the seven years’ worth of available survey data and combined into single dataframes 

that captured all member state’s replies to the questions as well as various averages 

depending on the structure of the EU at the time of the survey (EU28, EU28-UK, 

EU27 + UK). Also included though not used in this study were answers from some 

prospective members as well as ill-defined political regions such as Cyprus.  

At this stage there are 4 questions cleaned, wrangled and amalgamated into 

single dataframe constituting each question over the 7 year period of the study: 

1. D71a.2: ‘When you get together with friends or relatives, would you say you 

discuss frequently, occasionally or never about...? : European Political Matters’ 

2. D73a.2: ‘At the present time, would you say that, in general, things are going in 

the right direction or in the wrong direction, in…? : The EU’ 

3. D78: ‘In general, does the EU conjure up for you a very positive, fairly positive, 

neutral, fairly negative or very negative image?’ 

4.  QA8: ‘I would like to ask you a question about how much trust you have in 

certain media and institutions. For each of the following media and institutions, 

please tell me if you tend to trust it or tend not to trust it.’ 

These questions were chosen on the basis of their closeness to one another in 

subject manner as well as their appropriateness and utility in answering the key 

research question in this project. There are approximately 40 further eligible questions 

available but these four were chosen as having the most impact on this study. In 

chapter 5, other questions, not used thus far, will be discussed. A single example is 

provided below:  
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Figure 4.3- Sample question at this stage of the project. D78- 'In general, does the EU conjure 

up for you a very positive, fairly positive, neutral, fairly negative or very 

negative image?' NA values caused by changes in the EU average over time. 

 

4.4.  Eurobaromter Data Final Steps  

The Eurobaromter data, currently arranged on a per question basis, included 

many columns that were not of relevance to the current project. In the above image we 

can see that there are a large number of NA values, as well as a wide variety of 

national columns, none of which were the top targets of disinformation according to 

the previously discussed exploration of the Scraped and Kaggle data (see chapter 3). 

The NA values were coerced values due to the changes in the EU code over the study 

period based on how Brexit effected the data. In 2015, which was pre-Brexit, all 

Eurobaromter data up to that point was a simple count of the current number of 

member states ‘UE28 EU28’ (UE for Union Européenne in French). However, 

following the Brexit referendum, this code changed over time as the political structure 

of the EU shifted alongside the complex and time consuming Brexit negotiations. 

Eurobaromter surveys began to use a new code: (UE28-UK EU28-UK) for a number 

of years, this then later changed to ‘UE27 EU27’ as Brexit was confirmed as a 

permanent change in the relationship between the EU and the UK. Whether this 

continues and for how long, remains to be seen. However, it did cause an issue in this 

dataset in that those columns were coerced as NA values when the data was combined.  
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 Secondly, a large number of values were added at the end of the dataset that 

were related to nations outside the EU that are geographically linked, or regional 

designations of politically unclear regions:  

 

CH - Switzerland 

NO - Norway 

BA - Bosnia and Herzegovina 

IS - Iceland 

XK - Kosovo 

CY - Cypriot Community 

 

 Since these regions were only surveyed in some years but not others, the years 

in which they were not included created further NA values in the data. This data was 

not used in the current study. 

 

 A number of imputation approaches were considered to deal with these NA 

values, however since the records that contained them either didn’t directly impact the 

key research questions in this study, or the salient information could be inferred from 

other records, they were deemed unnecessary for this study but left in place for 

possible future work. Finally, the nations that were not seen to be targets of 

disinformation according to the EUvsDisinformation data as seen in the scraped and 

Kaggle EUvsDisinformation datasets (see Chapter 3), need not be explored in this 

study. The data was left as is and subsets were used to explore the three nations that 

were the most targeted (Germany- DE, The United Kingdom-UK, and Poland- PL). 

Additionally, Ireland (Ireland- IE) was also included as a control value to measure the 

differences in changes in the selected questions compared to those countries that had 

been targeted more by disinformation.  
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Figure 4.4- Less common country codes included only in some Eurobaromter surveys causing NA values to 

be coerced when amalgamated. 
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4.5.  Eurobaromter Data Preparation  

The data was firstly extracted for each individual nation that had been the target 

of disinformation as detailed in Chapter 3. The individual nation columns were 

selected from the amalgamated question data and reconstituted in a new dataframe. 

This was done for each country resulting in four new dataframes per nation that 

contained only that nation’s responses to specific question.  

 

 

Figure 4.5- The data related to German (DE) is selected from the overall amalgamated question data (D71a2- 

European Politics) and sent to a new national question dataframe. 

 

 This new dataframe contained all answers across all EB (EB83-2015 to EB97-

2022) to each question used in the study by a single nation alone. In the example 

below we see the German response to question D71a2: ‘When you get 

together with friends or relatives, would you say you 

discuss frequently, occasionally or never about...? : The 

EU’.  
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Figure 4.6- New national response dataframe containing only a single nation's response to the question. 

 

 Issues arose at this stage regarding the use of French in the original xlsx files. 

The Eurobaromter dataframes were arranged with both French and English text used in 

different columns. However, the column headings were not consistent across all years, 

small changes in how the headings were organised created complex problems that had 

to be resolved. For example, in most years, the question D71a.2 had had the following 

potential responses:  

 

• Fréquemment (Frequently) 

• Occasionnellement (Occasionally) 

• Jamais (Never) 

• Ne sait pas (Don’t know) 

• TOTAL 

 

 

 However, this had changed over the years, for example ‘TOTAL’ had switched 

to ‘Total’ for some years and then switched back in later years, therefore these 
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columns would have to be carefully combined in order to maintain the data across the 

years: 

 

Figure 4.7- Mutating questions to maintain the data across the years by combining column titles using 

strings. 

 

 In the case of D71a2, this was not a particularly difficult problem but in the 

case of question D78: ‘In general, does the EU conjure up for you 

a very positive, fairly positive, neutral, fairly negative 

or very negative image?’, there were many more columns with many 

different changes that required a slow and careful approach in order to ensure the 

fidelity of the data:  

 

 

Figure 4.8- Question D78 mutating rows to combine the changing column names over time. 

 

 Finally, after having cleaned and wrangled the Eurobaromter data into 

individual member state’s responses over the data range into a single, targeted 

question; the data was pivoted wide to create the columns necessary for further study:  
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Figure 4.9- Pivot the data into longer format to create new columns. 

 

The final dataframes thus constituted a national response, to an individual 

question related to the research question, across the entire date range of the available 

Eurobaromter data. This data had had a date added to it and was arranged sequentially 

so that changes in national response could be measured and explored over time. The 

data for Ireland was also included as a potential control to compare the changes over 

time in national responses to the Eurobaromter questions. These steps were undertaken 

for each targeted country. At the end of this process, four questions were prepared with 

the four member state’s responses available for use in answering the research question. 

There were 16 datasets in all. An example of the construction of the final data is seen 

in the image below:  

   

 

Figure 4.10- D73a.2- 'At the present time, would you say that, in general, things 

are going in the right direction or in the wrong direction, in…?: The EU', 

arranged by individual country (DE in this case), sequentially. 
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4.6.  Plotting the Eurobaromter Data  

An initial exploration of the Eurobaromter data was undertaken to better 

understand the data before conducting statistical analysis needed to explore the 

research question. Several interesting insights were gained in conducting this 

exploration. Simple line plots were used first to gain an understanding of the overall 

configuration of the data.  

 

Some of the key insights are detailed here, however, the entire range of the 

plots used has been added to the appendix. Only the most pertinent results are 

presented in the main body of this work.  

 

 

Question D71a.2- ‘When you get together with friends or 

relatives, would you say you discuss frequently, 

occasionally or never about...?: European Political 

Matters’ 

 

 

Figure 4.11- Changes over the study period to the question D71a.2 
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 Changes across the four member states was markedly different. Of note was an 

increase in all four nations in Spring 2020 though of different strength. This is likely to 

have been due to the COVID-19 lockdown and the changes that was imposed to how 

citizens spent their time as well as potentially a new focus on global, or at least, 

extranational issues.  

 

 Interestingly, a slight increase across DE, PL and IE can be seen in the study 

period but this increase is not mirrored in the UK data. In fact, there was a marked 

decrease in the UK data in the same period. The Irish data noticeably has a peak in 

Spring 2020, mirrored in the PL data also. There is a sudden shift in UK response in 

2015 – 2016, potentially due to the endless national discussions in the lead up to 

Brexit, as well as potentially the impact of directed disinformation campaigns.  

 

Figure 4.12- DE and PL- Responses to Discussion question 
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Figure 4.13- UK and IE - Responses to Discussion question 

 

 Looking at the full data, it appears that DE and PL remained fairly consistent in 

their responses over the period of study. DE has by far the most respondents 

expressing ‘frequently’ in answer to this question. IE and UK have had more changes 

in their respective response over the period, though those changes do not mirror one 

another.  
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Question D73a.2- ‘At the present time, would you say that, in 

general, things are going in the right direction or in the 

wrong direction, in…?: THE EU’ 

 

 

Figure 4.14- Changes over the study period to the question D73a.2 

 

 Question D73a.2 displays a fairly consistent change in the nations over the 

period with some distinct differences at points. Overall DE, PL and IE display similar 

changes throughout the study period, including a dip in 2016 during the year of the 

Brexit negotiations. However overall, there was a tendency for this answer to increase 

(as in PL most obviously) over time. There was however, a significant drop in 2019, 

assumed to be the early warnings of the pandemic, followed by a significant jump in 

satisfaction across all four nations in 2020.  

 The UK data is noticeably different to the other nations displayed though UK 

and IE display the most similarity as one another overall. The UK displays the lowest 

responses to the EU moving in the right direction throughout the study period. 

Interestingly there is a sharp drop in “Right Direction” in 2022 in both the UK and IE. 

This change is not mirrored in the other nations. Currently this is unexplained within 

the limits of this data. Looking at the entirety of the data, we are presented with a 

confusing image that seems to capture the disruption of the study years in great detail:  



 

 85 

 

Figure 4.15- DE: Responses to the Right Direction answers 

 The DE data is the least changed over time, bar the Spring 2019 and Autumn 

2020 data, this is presumed to capture the change in attitude as the pandemic was 

firmly on the horizon in 2019 and when the potential disaster was somewhat better 

managed in 2020.  

 

 

Figure 4.16- UK: Responses to the Right Direction answers 

 The UK is also seen to follow a sudden change in 2019, however this change is 

in the opposite direction to the DE data. Rather than thinking the EU was moving in 

the wrong direction, UK respondents felt that it was moving in the right direction at 
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that point. There was also an increase in ‘wrong’ direction at that point but nowhere 

near as pronounced as ‘right’ direction. 

 

Figure 4.17- PL: Responses to the Right Direction answers 

The Polish data, while following some of the pattern in the DE and UK data, remains 

much more confused. There seems to be a severe dip in ‘right direction’ in 2016, this is 

assumed to be a reaction to the Brexit referendum. However, that change is quickly 

replaced with strong and continuing support for ‘right direction’, a similar dip takes 

place in 2019 as in the other years. The PL data is unexpectedly volatile.  

 

Figure 4.18- IE: Responses to the Right Direction answers 

 The Irish data follows the already established pattern with one key difference, 

the Irish respondents consistently rate the EU as moving in the ‘right direction’ bar the 
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disruptive period of 2019 as seen in the other data. There is the same drop in 2016 in 

line with Brexit but is much less pronounced than other nations.  

 

Question QA8- ‘I would like to ask you a question about how 

much trust you have in certain media and institutions. For 

each of the following media and institutions, please tell 

me if you tend to trust it or tend not to trust it: The 

EU’. 

 

 

Figure 4.19- QA8- Trust the EU, 'tend to trust' across all 4 member states. 

 Question QA8 presents interesting results over the study period. Firstly, a 

general and slow decline in ‘tend to trust’ can be seen across all four member states. 

While there was a sudden and significant increase in DE and PL in 2016, coinciding 

with Brexit, that increase declines over time, significantly so in the case of DE. A 

similar decrease over time can be seen in Ireland but it is more gradual. The UK data is 

markedly different than the other nations with peaks and troughs during the study 

period. Noticeably there is a severe decrease in 2018 that is not seen in the other four 

member states. IE is the only nation seen to have a mild increase in the final year of 

data compared to DE and UK who have a mild decrease and PL which has a steep 

decline.  
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Individual plots of this question were not particularly illuminating not did they diverge 

sufficiently from the data demonstrated above, they have been included in the 

appendix.  

 

Question D78: ‘In general, does the EU conjure up for you a 

very positive, fairly positive, neutral, fairly negative 

or very negative image?’ 

 

 

Figure 4.20- D78- Image of the EU- Positive 

 The responses to question D78, in general, follows a similar pattern across all 

four member states with some obvious departures. All four display a gradual increase 

overall in the positive image of the EU but with different peaks and troughs. The year 

2016 was again a banner year for change in that DE, PL and UK all had noticeable 

decreases in their positive image of the EU, IE on the other hand had an increase. PL 

and DE diverge significantly in their responses in 2019-2020 with DE having a marked 

increase followed by a return to the slow increase seen before 2019. PL had a marked 

decrease followed by a return to the previous pattern.  

 The UK had much more volatile data overall with no clear increase or decrease 

seen across the full range of data. There was a noticeable increase in 2016 following 

Brexit and a similar slow pattern of increase in other years but this is counterbalanced 
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by a significant drop in 2018 and further drops in later years. IE, on the other hand, has 

had a fairly consistent increase overall with a noticeable peak in 2019. This is 

somewhat unexpected considering that all previous data points in other questions had 

displayed a turning against positive trust or positive image towards the EU in 2019. 

However, a general and consistent increase can be seen in the data overall.  

 

With this exploration of the Eurobarometer data completed there are some noteworthy 

patterns:  

1- 2015/2016 tended to be a year of significant changes in the data, aligning with 

the Brexit referendum in the UK. 

2- 2019/2020 also tended to be a year of significant changes in the data, aligning 

with the start of Covid and the first summer of lockdown in 2020.  

3- DE, PL and IE tended to follow one another’s patterns fairly consistently if 

perhaps not in the same Eurobarometer year.  

4- The UK tends to be an outlier in its responses with consistent differences in its 

answers overall.  

 

4.7.  Exploratory Statistics  

Having completed the wrangling and exploration of the Eurobaromter dataset, 

exploratory statistics were next undertaken. Again, with four countries data, and four 

questions per country overall, a significant amount of plotting was necessary. Different 

approaches were used at different stages in this process, and ultimately, it was found 

that simple density plots capture the data in the clearest manner. Overlaid density plots 

were also constructed but these tended to confuse rather than amplify the 

understanding of the data, they are included in the appendix but will not be discussed 

in the main body of this work. A selection of the key plots that highlight interesting 

themes will be explained here with the remaining plots added to the appendix.  

At this stage of the process, we have combined responses from member states 

that were the most targeted by disinformation based on the EUvsDisinformation data 

in both the Scraped and Kaggle EUvsDisinomfation data. Those three nations (DE, 

UK, PL) are joined by Ireland (IE) as a baseline comparison since it does not appear to 

have been directly targeted based on the disinformation data. Statistical exploration is 
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undertaken in this section as a basis for the statistical testing that follows. The data was 

plotted and tested in its entirety but only the key plots are presented here, the 

remainder are contained in Appendix A. The questions are demonstrated in order of 

their statistical robustness.  

 

The Most Robust Data 

 Question QA8 (below) was generally relative normal data and presented data 

that can be considered on a solid foundation for later statistical tests.  

 

QA8: ‘I would like to ask you a question about how much trust you have in 

certain media and institutions. For each of the following media and institutions, 

please tell me if you tend to trust it or tend not to trust it. The EU’ 

 

 

Figure 4.21- Density plots for DE responses to QA8- Tend to Trust EU 

 

 The data overall follows a relatively normal structure. In general, there are no 

obvious unexpected peaks in the charts, however, the “Tend to not trust’ has as second 

peak at a very low density of circa 0.002. in the responses for ‘Tend to trust’ and ‘Not 

sure’ both have their tails abruptly cut-off and will therefore be reported as skewed. 
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Figure 4.22- QQ plots for DE responses to QA8- Tend to Trust EU 

 The Q-Q plots strengthens the conclusions based on the density plots. There are 

some obvious outliers in ‘Tend not to Trust’ but, other than that, the data remains well 

within in expected limits.  

 

 

Figure 4.23- Shapiro-Wilks normality test for QA8- DE 

 Looking at Shapiro-Wilks, the data has some issues. We can see that ‘Tend 

to Trust’ and ‘Tend not to Trust are both non-normal. This is an 

expected result for ‘Tent not to Trust’ given the earlier plots but is less expected for 

‘Tend to Trust’. Any statistical test completed on this data will have to be balanced by 

these results.  
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Figure 4-24- Skewness test for QA8- DE 

 As expected, ‘Tend to Trust’ is left skewed and ‘Tend not to Trust’ is right 

skewed, as seen in the original density plots above. While the other responses are 

much less offset.  

 

Overall, this data appears robust for Germany, if slightly less than normal overall. The 

data appears to be of sufficient normalcy and within expected parameters to be useful 

for later statistical testing.  

 

Figure 4.25- Density plots for IE responses to QA8- Tend to Trust EU 
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 The Ireland (IE) responses to the same question were also relatively normal. Certainly 

‘Tend not to Trust’ and ‘Tend to Trust’ appeared to display signs of normalcy. The only clear 

outlier based on the density plot was ‘Not sure’ that seemed to display an unusually high 

density at 0.010, as well as a bimodal structure.  

 

 

Figure 4.26- QQ plots for IE responses to QA8- Tend to Trust EU 

 Unexpectedly however, we can see in the Q-Q plot for total respondents an 

extreme outlier at over 1075. However, at this scale, that may not be as much of an 

outlier as it seems as it is perhaps only 50 more than the upper limit of the range of 

standard deviation. Further outliers, or near outliers can see seen in all 3 other plots. 

Overall, this data can be seen to be fairly robust but not as obviously sound as the DE 

data. Looking at the Shapiro Wilks test:  

 

Figure 4.27- Shapiro Wilks test for IE responses to QA8- Tent to Trust EU 
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 In this test we can see that ‘Tend to Trust’ and ‘Tend not to Trust’ are comfortably 

normal but that ‘Total respondents’ is extremely non-normal. This stat is included more to 

understand the data and is not used in later statistical test but is a surprising result, nonetheless. 

‘Not sure’ is also seen to not be normal at  p-value: 0.02, in this case only ‘Tend to Trust’ and 

‘Tend not to Trust’ have the most statistical foundation for later tests.  

 Similar results were seen in both the UK and PL data. While there are some 

differences, overall, the data for question QA8 can be seen to be normally distributed 

and of sufficient robustness to be useful in answering the research question.  

 

Data with Mixed Robustness 

D71: ‘When you get together with friends or relatives, would you say you discuss 

frequently, occasionally or never about...? The EU’ 

 

 The data across DE & UK for question D71 tended to be relatively normal, 

using UK as an example:  

 

Figure 4.28- Density plots for UK to D71a.2 Discussion EU politics 
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Figure 4.29 Q-Q plots for UK to D71a.2 Discussion EU politics 

 

 The data was well balanced without any major issues. ‘Total’ is bimodal and 

‘Occasionally’ is trending in the same direction. Overall, the data can be seen to be 

smooth and without any evidence of extreme outliers. The other nations tended 

towards the same though there were some exceptions.  

 

Figure 4.30- Q-Q plots for PL to D71a.2 Discussion EU politics 
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Figure 4.31- Q-Q plots for PL to D71a.2 Discussion EU politics 

 The Poland (PL) data had evidence of outliers in the density plots that was 

confirmed with the Q-Q plots. ‘Total’ can be seen to have one very low-level outlier, 

while ‘Occasionally’ and ‘Frequently’ also have outliers. The IE data similarly had 

extreme outliers.  

 

 

Figure 4.32- Density plots for IE to D71a.2 Discussion EU politics 
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Figure 4.33- Q-Q plots for IE to D71a.2 Discussion EU politics 

 

 Outliers could be seen in ‘Total’, ‘Occasionally’ and ‘Never’. In the case of ‘Total’, 

the outliers straddled both sides of the Q-Q plot seriously calling into question the robustness 

of that data. This question was quite robust overall but with some outliers demonstrated in PL 

and IE data in particular. It was determined that the data was of sufficient utility to be included 

in the research question based on the statistical analysis but that any statistical testing based 

upon this question would not on as solid a foundation as QA8.  

 

 Unfortunately question D73 was in a similar position as D71. Two of the four 

member states had data that was quite normal and demonstrated few outliers that 

would impact the statistical testing. However, two of the member states again 

demonstrated data that was insufficiently robust to be considered on a very solid basis 

for later testing.  
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D73: At the present time, would you say that, in general, things are going in the 

right direction or in the wrong direction, in…? The EU’.  

 

 The UK data is used here to display the overall structure of both the UK and 

DE data, both were found to be similarly arranged and shaped.  

 

 

Figure 4.34- Density plots for UK to D73- Direction of the EU 

 

Figure 4.35- Q-Q plots for UK to D73- Direction of the EU 
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 The data for both the UK and DE appear normal with few outliers. This is 

further confirmed when looking at the Q-Q plots. The data in both cases can be said to 

be of strong robustness. However, in looking at the IE and PL data, the level of 

confidence decreases: 

 

 

Figure 4.36- Density plots for IE to D73- Direction of the EU 

 

Figure 4.37- Q-Q plots for IE to D73- Direction of the EU 
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 IE data serves here as an example of both IE and PL robustness. Once again, 

we can see unexpected outliers that influence the confidence of the data. In the Q-Q 

plot above, we can see that ‘Total’, ‘Don’t know’, ‘Things are going in the wrong 

direction’, and ‘Neither one or the other’; all have outliers either above or below the 

expected values. Given that the question is only five plots in total, four of them having 

extreme outliers is concerning in terms of their potential reliability to address the 

research question.  

 

 D73 was judged to have mixed robustness overall. The number of outliers 

across half the availability member state’s data could not be ignored.  

 

Less Robust Data 

 

D78: ‘In general, does the EU conjure up for you a very positive, fairly positive, 

neutral, fairly negative or very negative image?’ 

 

 Question D78 proved more complex than QA8 with data of less robustness 

overall and increased complexity. The first challenge was that there are many more 

potential responses to the question thereby increasing the chance that some of the data 

would have sufficient issues to warrant its exclusion from the statistical tests used to 

answer the research question. While the statistical exploration demonstrated normal 

data overall for IE, PL and UK, the DE data was a much less solid foundation for later 

statistical tests. Using IE as an example of the more standardized data of PL and UK:  
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Figure 4.38- Density plots for IE first 3 responses to D78- EU Image 

 

 

Figure 4.39- Density plots for IE second 3 responses to D78- EU Image 
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Figure 4.40- Density plots for IE last 3 responses to D78- EU Image 

 

 The data overall appears normal although with ‘Total Negative’ (the third 

graph in the above diagram) displaying a second peak at 125 respondents & ‘Total 

respondents’ have an unusually tall peak. The various other tests confirm the basic 

good overall shape of the data, ‘Total Respondents’ in particular has an extreme outlier 

that tallies with the pervious density plot.:  

 

Figure 4.41- Q-Q plots for IE first 3 responses to D78- EU Image 
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Figure 4.42- Q-Q plots for IE second 3 responses to D78- EU Image 

 

Figure 4.43- Q-Q plots for IE last 3 responses to D78- EU Image 

 Similar results are found with the Shapiro Wilkes, both ‘TOTAL’ and ‘Fairly 

Positive’ correspond to outliers seen in the Q-Q plots seen previously:  
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Figure 4.44- Shapiro-Wilkes test of responses to D78- EU Image 

 

 

Figure 4.45- Kurtosis test of responses to D78- EU Image 
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A Kurtosis test also confirms the previous tests and finds that ‘Total’ and 

‘Fairly Positive’ are both leptokurtic and are prone to more and more extreme outliers 

as has been found in the data. Overall, the IE, UK and PL data had similar structure 

and was found to be fairly robust overall. The DE data however was less well 

structured: 

 

Figure 4.46- Density plots for DE first 3 responses to D78- EU Image 

 

Figure 4.47- Density plots for DE second 3 responses to D78- EU Image 
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Figure 4.48- Density plots for DE final 3 responses to D78- EU Image 

  

 The DE data clearly demonstrated much less robustness on examination. This 

was a surprising outlier given that the data in all three other nations was of similar 

shape overall. The DE data was fairly normal in some of the responses (‘Not sure’, 

‘Neutral’ & ‘Total Respondents’) but other responses had unexpected modality, ‘Total 

Negative’ and ‘Very Negative’ in particular had very unusual peaks in their plots 

indicating that there were many more outliers in that data.  
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Figure 4.49- Q-Q plots for DE first 3 responses to D78- EU Image 

 

Figure 4.50- Q-Q plots for DE second 3 responses to D78- EU Image 
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Figure 4.51- Q-Q plots for DE final 3 responses to D78- EU Image 

 Five Q-Q plots (‘Very Negative’, ‘Fairly Negative’, ‘Fairly Positive’, ‘Total 

Negative’, ‘Total Positive) of the nine plots produced, displayed extreme outliers from 

the remainder of the data. Any statistical questions based upon this data would have to 

be considered tentative at best.  

4.8.  Machine Learning 

The data was also sufficiently prepared to be utilized in a Machine Learning 

approach, it was deemed at this stage that k-NN would best suit the shape of the data 

given that the test dataframes are designed with a minimum of numeric data and 

country factor levels. The caret library25 was used throughout.  

 

Figure 4-1- glimpse of the data to be used for a k-NN approach. 

 
25 https://cran.r-project.org/web/packages/caret/index.html 

https://cran.r-project.org/web/packages/caret/index.html
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 The data to be used was the same data as was wrangled and prepared for the 

overall experiment. In the image above the Country column will constitute the target 

with ‘Germany’ used in the test (the column was subsequently changed to the correct 

<fct> format).  

 

Figure 4-2- the structure of the data used in both the experiment and the k-NN approach. 

 The Machine Learning data was arranged equally in the data: 

 

Figure 4-3- Share of the country factor data in the Machine Learning dataframe. 

A short command was written to pre-process the data and apply weighted averages 

across the available numeric data:  

 

Figure 4-4- Pre-processing command. In this case applied on columns with index position 2: 
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The pre-processing step was applied to the test data and then checked to ensure that it 

had been applied as expected:  

 

Figure 4-5- application of Pre-processing to the test data. In this case the ignored column is the target 

column. 

 

 The caret package ‘predict’ function was applied to the test date using the Pre-

processing data that was previously defined. A glimpse at the data confirmed that the 

data has been correctly processed.  

 

Figure 4-6- Pre-processing applied to test data. 

A second confirmation is that the mean of all values has been set to zero across the 

dataframe:  

 

Figure 4-7- Summary of k-NN test data after pre-processing had been applied. 

The final steps taken to prepare the data was to set a test and training split:  
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Figure 4-8- Train and test data split. 

 With that, the data was now prepared for a k-NN test to hopefully confirm and 

strengthen the results in later stages of the study. These steps were completed for each 

question that would make up the overall experiment design. The k-NN approach would 

be subsequently conducted on each question in turn following the completion of the 

statistical testing in order to offer a secondary source of information regarding the 

research question.  

4.9.  Key Reflections 

 Following this chapter, the data is now cleaned, wrangled and correctly 

constructed for our experiment as utilised in the next chapter. The process of 

wrangling and preparing the Eurobaromter proved the most time-consuming stage in 

the project and necessitated a more careful and discriminating selection of questions to 

ensure that the most appropriate questions were used for the experiment. A detailed 

exploration of the Eurobarometer data as undertaken in this chapter confirmed that the 

majority of the data is well constituted and sufficiently robust for the proposed 

experiment.  Overall, the data was seen to be very well suited for purposes of the 

experiment and has been sufficiently wrangled and prepared to ensure that the validity 

of the results overall can be considered as quite sufficient for the research question.  

 However, in relation to the Machine Learning data this was not as much the 

case. The small number of instances per question (circa 40 to 60) as well as only 4 

factor levels, were found to be insufficient for very robust experimentation. The tests 

were carried out in turn, but their validity was found to not be on the same solid 

statistical footing as the data utilized in the statistical testing.  
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5. RESULTS AND EVALUATION 

5.1. Introduction 

In this chapter the overall results of this project will be presented and 

discussed. Those results will be evaluated in relation to the original research question 

and to what degree those results can be considered of statistical value based on the 

findings in the previous chapter (Chapter 4) will be explored.  

The datasets will be re-examined, and the choices made in their cleaning and 

wrangling will be briefly touched upon. Finally, the suitability of the Eurobaromter 

survey questions will be discussed.  

The choice of Statistical Approach will be discussed and its appropriateness in 

the case of this data will be delineated and justified. The limitations of the 

experimental design will be explored as well as the implications of those limitations 

upon the results. Finally, the implications of the results will be discussed.  

 

5.2. The Datasets  

 As discussed in Chapter 3, three datasets are being used to conduct this 

experiment. Two of the datasets are sourced from the EUvsDisinformation group26, 

one of which was scraped from the EUvsDisinformation website database27. The 

second dataset, available on Kaggle28, is based on an EUvsDisinformation Hackathon 

event (that dataset had been uploaded and made available by one of the attendees). The 

cleaning, wrangling and preparation of the data is explained in detail in Chapter 3.  

 The final dataset is the Eurobaromter survey29 data between the years 2015 and 

2022. This data has been cleaned and wrangled based on the findings after a detailed 

exploration of the EUvsDisinformation datasets. The three member states that have 

received the most disinformation during the study period have had their data extracted 

 
26 https://euvsdisinfo.eu/ 

27 https://euvsdisinfo.eu/disinformation-cases/ 

28 https://www.kaggle.com/datasets/corrieaar/disinformation-articles 

29 https://data.europa.eu/data/datasets/s2532_95_3_95_eng?locale=en 

https://euvsdisinfo.eu/
https://euvsdisinfo.eu/disinformation-cases/
https://www.kaggle.com/datasets/corrieaar/disinformation-articles
https://data.europa.eu/data/datasets/s2532_95_3_95_eng?locale=en
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from the Eurobaromter data. The data for Ireland was also selected as a control group, 

Ireland was found to not have been a significant target of disinformation based on the 

EUvsDisinformation data, as explored in Chapter 3.  

 Of the circa 170 available questions in each Eurobaromter survey, 44 questions 

were initially chosen as being of value to the current study. Those questions were 

extracted from each Eurobaromter survey and loaded into RStudio. Of those 44 

questions, four were chosen as being the most pertinent to the research question 

associated with this study. The responses for Germany (DE), The United Kingdom 

(UK), Poland (PL) and Ireland (IE) were extracted and cleaned and wrangled (as 

discussed in Chapter 4).  

 A detailed statistical analysis of those questions was carried out to gauge their 

suitability in answering the research question. Of the four questions, it was found that 

question QA830 was the most robust across all 4 member states, Question D7131 and 

question D7332 were also found to have robust data but with less solid foundations as 

questions QA8. Finally, question D7833 was found to data of noticeably lesser 

robustness although this is balanced somewhat by the much greater selection of 

responses available to this survey question. In general, the data was deemed to be of 

sufficient robustness for the research question but with varying degrees of assuredness 

in the results.  

 

 

 

 
30 QA8: ‘I would like to ask you a question about how much trust you have in certain media and 

institutions. For each of the following media and institutions, please tell me if you tend to trust it or tend 

not to trust it: The EU’. 

31 D71: ‘When you get together with friends or relatives, would you say you discuss frequently, 

occasionally or never about...? European Politics’. 

32 D73: At the present time, would you say that, in general, things are going in the right direction or in 

the wrong direction, in…? The EU’. 

33 D78: ‘In general, does the EU conjure up for you a very positive, fairly positive, neutral, fairly 

negative or very negative image?’ 
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5.3. Choosing a Statistical Approach  

  This study set out to test whether countries that had been the target of 

disinformation would have any change in their attitudes towards the EU as measured 

in selected Eurobaromter questions, and thus from a statistical perspective, it seeks to 

assess the correlation between data contained in multiple datasets. Therefore, the most 

suitable test in this instance is MANOVA (Multivariate analysis of Variance) as it 

provides both a regression analysis and analysis of variance, for multiple dependent 

variables by one or more factor variables or covariates. 

 

The scraped EUvsDisinformation dataset after having the dates aligned with 

the date range available in both the Kaggle EUvsDisinformation Dataset and the 

Eurobaromter survey datasets, was arranged as follows:  

 

Figure 5-1- The Dates_Scrape Dataset 

  

 The Kaggle dataset, after having the dates aligned with the available data from 

the Scraped EUvsDisinformation dataset was arranged as follows:  
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Figure 5-2- Current structure of Dates_Kaggle 

 

  Both datasets present the country data as SUM of the disinformation instances. 

This data, across both datasets would be used in the MANOVA test.  

 

 The Eurobaromter data was arranged as thusly:  

 

Figure 5-3- Question D71, IE data pivoted wide 

 The Eurobaromter data was arranged with each member state’s responses to the 

selected questions arranged as separate datasets. This data would be used in the 

MANOAVA test but would first have to be amalgamated such that multiple member 

state’s data would be arranged on single dataframes. In order to differentiate each 
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member’s data, a new column would have to be added that contained a member state’s 

country code:  

 

 

Figure 5-4- Add columns to data before testing. 

 

 The resulting dataframes were still arranged as individual member state’s 

responses to the pertinent questions, the next step would be to amalgamate all member 

state’s responses to the question together to allow the MANOVA test compare the 

member state’s results to one another across a single dataframe:  

 

 

Figure 5-5- The member state's country code has been added. NA values were unused missing percentage 

values and can be ignored. 

  

 The initial experiment design at this stage was to compare member state’s 

response on a one-to-one basis however it was quickly apparent that this approach 
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would result in needlessly complex and ungainly data. It was decided to also conduct 

the experiment using amalgamated questions containing all four-member state’s 

response on a single dataframe as well as different combinations of member state’s 

responses. The initial approach can be seen in the image below as well as the 

amalgamated approach:  

 

Figure 5-6- The original rbind of individual responses and the eventual design of all member state's 

responses in a single dataframe 

 

 The resultant dataframes combined all four member state’s responses on a 

single dataframe that could then be used to complete a MANOVA test: 

 

 

Figure 5-7- The test dataframe displaying three of the four member states in the Country column. 
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 At this stage, the data was correctly constructed and prepared for a MANOVA 

test. The test would be run on a question-by-question basis with all four-member 

state’s data combined into a single dataframe. An ANOVA test would have been the 

appropriate choice if we were merely measuring the difference in variance for a single 

response variable, for example ‘Frequently’ in the example above. MANOVA on the 

other hand is the appropriate test when testing multiple different response variables. 

Each of our questions contains at least three dependant or response variables:  

 

Question Response Variables 

D71 • Frequently  

• Occasionally 

• Never 

D73 • Things are going in the right direction 

• Things are going in the wrong direction 

• Neither nor of the other 

• Don’t know 

D78 • Very positive 

• Fairly positive 

• Neutral 

• Fairly Negative 

• Very Negative 

• Not sure 

• Total Positive 

• Total Negative 

QA8 • Tend to Trust 

• Tend not to Trust 

• Not Sure 

 

Each question dataframe contains four independent variables or factor levels of 

equal size. The Factor Levels were as follows: DE = Germany, UK = United Kingdom, 

PL = Poland, IE = Ireland (as seen in figure 5-7). 
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The test data is now correctly constructed to be able to test whether the 

independent variable (Member state country code) has any change in the variance of 

responses when measured in the four questions selected from the Eurobaromter survey. 

The MANOVA test will use both an F-value and P-value to measure firstly whether 

any relationship exists between the independent and dependant variables and secondly, 

to measure the strength of that relationship. The F-value will present the strength of the 

relationship with a larger score indicating a larger variance between the group means, 

and the p-value will present the significance of the result with a score of < 0.05 

considered to be a result that attains statistical significance. Thus, a higher F-value and 

lower P-value is the criteria by which the test will be considered to have been 

significant overall.  

Since the chosen test is specifically MANOVA, there will also be a Pillai Trace 

score for each test. This test is best chosen in instances where data is found not to be 

the ideal shape for MANOVA tests. During the exploration in chapter 4 it was found 

that much of the data is of less-than-ideal structure overall, thus the Pillai Trace was 

chosen as the most appropriate test as opposed to Wilks Lambda or other possible 

statistical measurements. The test will provide a statistic range from 0 to 1 with values 

closer to 1 being considered as greater evidence that the independent variable has a 

statistical effect on the dependent variable.  

 

The tests will be explored on a question-by-question basis beginning with the most 

robust question data and then in descending order of robustness as explored more fully 

in Chapter 4.  
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5.4. The MANOVA test and results  

 

Question QA8: ‘I would like to ask you a question about how much trust you 

have in certain media and institutions. For each of the following media and 

institutions, please tell me if you tend to trust it or tend not to trust it. The EU’ 

 

 

Figure 5-8- MANOVA summary for Question QA8 

 

 The above results suggest that there is a strong relationship between the 

independent and dependent variables in the QA8 data. The P-value sufficiently 

surpasses the level of significance at 9.46e-16, coupled with a strong Pillai measure of 

1.56 and an F-value of 11.768, this question can comfortably be considered to strongly 

support the hypothesis that disinformation targeted at a nation has an appreciable and 

measurable effect on its attitudes towards the EU as measured in the Eurobaromter 

data.  
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 Looking at the individual responses results we see other interesting aspects of 

the test:  

 

Figure 5-9- Summary of the ANOVA for Question QA8 

 

 Both ‘Tend to Trust’ and ‘Tend not to Trust’ comfortably demonstrated 

significance in their P-value results added to that is highly rated Sum of Squares 

means. This strongly suggests a link between disinformation and a member state’s 

responses in those cases. However, on the other hand, ‘Not sure’ is seen not to surpass 

the level of significance while also have a low Sum of Square Means results. This is 

indicative of a result that does not support the hypotheses in that case.  

 

 This test presents strong support for the hypotheses and uncovers a strong link 

between those nations that have been the target of misinformation and their change in 

attitude towards the EU as measured in the Eurobaromter data.  
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Question D71: ‘When you get together with friends or relatives, would you say 

you discuss frequently, occasionally, or never about...? European Politics’ 

 

 

Figure 5-10- MANOVA summary for Question D71 

The above results suggest that there is a strong relationship between the 

independent and dependent variables in the D71 data, although not as strong as the 

previous QA8 test. The P-value sufficiently surpasses the level of significance at 2.2e-

16, coupled with a strong Pillai measure of 1.3552 and an F-value of 14.557, this 

question can comfortably be considered support the hypothesis that disinformation 

targeted at a nation has an effect on its attitudes towards the EU as measured in the 

Eurobaromter data. Interestingly this result has a higher F-value and Pillai score but a 

lower P-value than the more robust data in QA8.  

 

Unlike QA8, all three responses are seen to be robust in a summary ANOVA 

test:  

 

Figure 5-11- Summary of ANOVA for Question D71 

 

All three responses surpass the level of significance, and all have strong Sum of 

Square Mean values. The individual responses strongly suggest a link between 
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disinformation and these responses to Eurobaromter questions however the overall 

result is somewhat less clearly indicated than question QA8.  

 

In conclusion this test presents strong support for the hypotheses and uncovers 

a strong link between those nations that have been the target of disinformation and 

their change in attitude towards the EU as measured in the Eurobaromter data. The 

data is especially robust when viewed as individual questions in a summary ANOVA 

test.  

 

Question D73: ‘At the present time, would you say that, in general, things are 

going in the right direction or in the wrong direction, in…? The EU’ 

 

 Question D73 was seen to have marginally less robust data than question D71, 

all the more so when measured against question QA8. When conducting the 

MANOVA test the following results were obtained:  

 

Figure 5-12- MANOVA Summary for Question D73 

 

 This question also returns significant results but as expected, the results are on 

a less solid footing than the previous questions. The result demonstrates a significant 

P-value at 1.117e-12, though a lower score than previous questions and a high Pillai 

score, unexpected higher than previous questions however the F-value is quite low at 

7.61. While this does not invalidate the result, it is of lesser significance than the 

previous questions. Looking at the questions individually we find some unusual 

results:  
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Figure 5-13- summary ANOVA for 4 of the responses to question D71 

 

 Only 2 of the 4 responses in the above image are seen to be significant 

findings. ‘Things are going in the right direction’ and ‘things are going in the wrong 

direction’ are both seen to have significant results, the F-value for very low for right 

direction. ‘Neither one or the other’ is seen not to support the hypotheses while ‘don’t 

know’ is on the very edge of significance. These results based on the somewhat lesser 

robust data present a confused picture overall. While the overall MANOVA test seems 

strongly in support of the hypothesis, the individual questions are much less 

supportive.  

 

 In conclusion, this question cannot be seen to be in strong support of the 

hypotheses overall. While the results are varied and overall lend themselves to 

significance, the individual results suggest a far from stable picture.  

 

Question D78: ‘In general, does the EU conjure up for you a very positive, fairly 

positive, neutral, fairly negative or very negative image? 
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 This data was noted as being the least robust overall when examined in Chapter 

4. Testing this question was undertaken merely for completeness as the results were 

expected to be very confused and of little value overall in answering the research 

question. As discussed in Chapter 4, the much larger range of responses to this 

question seems to have impacted the quality of the data overall for the purposed of this 

study.  

 

 

Figure 5.14- MANOVA Summary for Question D78 

 

 The MANOVA test results are, as expected, not very clear. While the threshold 

for significance is comfortable passed with a P-value of <2.2e-16, and a higher F-value 

than all three other tests, the Pillai value invalidates the results. A value closer to 1 is 

considered to be a sign of variances of the dependant variables but with a Pillai result 

of 2.44, it must be concluded that this question does not support the hypotheses.  

 

 When looking at the summary ANOVA scores, it can be seen that each 

response is considered significant and that they each have high Sum of Square Means 

result. There is no clear reason to be able to reject this data overall apart from its less 

robust structure overall:  
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Figure 5-14- Summary of ANOVA for 4 of the 9 responses to Question D78 

 

Figure 5-6- Summary of ANOVA for the next 4 of the 9 responses to Question D78 
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Figure 5-15- Summary of ANOVA for the last of the 9 responses to Question D78 

 

 The summary ANOVA results present a seemingly clear picture of strongly 

significant results with high Sum of Square Means values and some of the highest F-

Values overall. It seems that the data is well-constructed, and no one result indicates 

that the results can be rejected.  

 

 In conclusion, it seems that the question D78, while on less robust statistical 

footing as explored in Chapter 4, does not support the hypothesis that nations targeted 

by disinformation can have that change measured in their responses to Eurobaromter 

surveys.  

5.5. Machine Learning Results  

 As discussed in previous chapters, a k-NN approach would be used as a 

complimentary approach in answering the research question. The approach would be 

taken on a question-by-question basis. There were, however, some limitations to 

adapting the currently constituted data, designed in the main to function as data for a 

MANOVA test, to data used for Machine Learning. The main limitation would be the 

small number of available data points in the data. Each available dataframe was an 

amalgamation of each of four member state’s responses to one of four Eurobaromter 

questions that related to the research question. This results question dataframes of, at 

most, 60 rows divided equally by member states. While a wide range of data is 

currently still available in the Eurobaromter data, only the four member states chosen 

for this study have had their data comprehensively examined in order to confirm their 

validity in answering the research question. This limitation will be discussed in more 

detail in Chapter 6.  
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 The data had already been pre-processed and split into training and test data in 

previous steps explored in Chapter 4. This was the structure of the data:  

 

Figure 5-16- Example training data after pre-processing and a training and test split. 

 

 The above data is the training data for QA8 after pre-processing and the 

training and test split at 80/20. This left a dataframe of 40 rows and 8 columns. The 

test data was similarly constructed and resulted in a dataset of 8 rows and 8 columns.  

 

 

Figure 5-17 - Example test data after pre-processing and a training and test split. 
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 Other dataframes were of similar length and construction apart from D78, 

which was noticeably wider due to the higher number of possible responses. The 

dataframes used were limited in scope due to the small size of the original dataframes 

and this was evident in the eventual results.  

 

 Question QA8: ‘I would like to ask you a question about how much trust 

you have in certain media and institutions. For each of the following media and 

institutions, please tell me if you tend to trust it or tend not to trust it. The EU’ 

 

 After collecting, pre-processing and splitting the data as discussed in chapter 4, 

we were ready to conduct our test:  

 

Figure 5.20- k-NN Results  for Question QA8 

 

 The 40 samples and 8 predictors match our row and column numbers and the 

four factor levels as used in the MANOVA test are consistent. Pre-processing did 

occur previous to this step as explained in Chapter 4, there was no pre-processing 

included when the above command was run.  

 Cross-validation has been included with five attempts included to increase the 

robustness of the results overall. The summary of sample sizes confirms that 32 

examples were used in each subsequent test. The test finds that k=5 has the highest 

accuracy at 0.86 compared to 0.8 for larger k values.  
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Figure 5.21- Code block run to conduct the test 

 

 Due to some missing values found in the data when attempting to conduct this 

test with other questions, a step was added to forceable remove all missing values, a 

second step was included to confirm that ‘Country’ was correctly set as a factor. 

Finally, the test was applied to the test data and a Confusion Matrix was produced. The 

above steps are repeated for all other questions, following the above example, only 

results will be presented here.  

 

 

Figure 5.22 -  k-NN prediction results for Question QA8 

 

 This data results in an overall accuracy of 0.87 with confidence interval values 

of 0.47 and 0.99. The P-value is comfortably significant and a high Kapp value suggest 

good predicative capability. However, the results per class are suspicious, the 

cleanliness of the results overall with a wide spread of 1.0 values suggests that this 
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data may not be of sound statistical merit. This is a function of the limitations of the 

data as currently constituted, and of the test design in this iteration.  

 

 

Question D71: ‘When you get together with friends or relatives, would you say 

you discuss frequently, occasionally, or never about...? European Politics’ 

 

  Question D71 has the same pre-processing and split decisions applied to it as 

QA8 but there are some differences in the k values:  

 

Figure 5.23 - k-NN results for Question Q71 

 

 Of note is the higher number of sample sizes, as well as the perhaps more 

realistic accuracy statistics that result from the test. There are more predicative 

columns in this data which may explain the more robust results. Similar to QA8, a k-

value of 5 is determined to be the most accurate.  
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Figure 5.24 - k-NN prediction results for Question D71 

 The results are similar overall to QA8 with an accuracy of 0.88 and a 

significant p-value with a high Kappa score. However, once again the results for 

statistics by class call the results into question overall. This test does not seem robust 

and is similarly hampered by the current structure of the data and the Machine 

Learning design.  

 

Question D73: ‘At the present time, would you say that, in general, things are 

going in the right direction or in the wrong direction, in…? The EU’ 

 

 Question D73 has the same pre-processing and split decisions applied to it as 

previous questions but there are some differences in the k values: 
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Figure 5.25-k-NN prediction results for Question D73 

 

 The accuracy and Kappa overall declines with this test. Alternate sample sizes 

can also be seen in the Cross-validation steps. The eventual model is set as k = 7 with 

an accuracy of 0.72. 

 

 

Figure 5.26-  k-NN prediction results for Question D73 
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 As with other tests, the overall results seem robust in that an accuracy of 0.81 

with a significant p-value and a high Kappa are found. However, looking at the 

statistic by Class we again see that there are some unexpected results. The one for one 

sensitivity and specificity is in itself essentially an invalidation of the results but to 

have it sprinkled throughout the results quite so liberally future suggests that this data 

and the k-NN design are not suitable for this research question.  

 

 Question D78: ‘In general, does the EU conjure up for you a very positive, 

fairly positive, neutral, fairly negative or very negative image? 

 

 Question D78 has, as discussed in Chapter 4, less robust data overall than the 

other questions that were utilised in attempting to answer the research question. As 

explained previously, the larger number of possible replies to the question is assumed 

to have caused problems with the statistics overall. The same was predicted to be the 

case when it k-NN test. Question D78 has the same pre-processing and split decisions 

applied to it as previous questions but there are some differences in the k values: 

 

 

Figure 5.27- k-NN prediction results for Question D78 

 This question, with the least robust data overall. A k-value of 9 was found to 

have a prediction value of 0.97, however given the robustness challenges of this 

question, the outcome must be discarded. 
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5.6. Key Reflections 

 The MANOVA testing provided robust support overall for the research 

questions and can comfortably be said to be in support of the hypothesis that EU 

member states that have been the target of disinformation can be seen to have their 

attitudes change as measured in the Eurobaromter survey data between the years 2015 

and 2022. With a few exceptions in the case of a minimum of the response variables 

per question, the bulk of the data tested was found to be in support of the hypothesis.  

 Additionally, the Machine Learning approach was found to be restricted in its 

applicability due to the nature of the datasets available rather than the unsuitability of 

Machine Learning as an effective tool to answer or illustrate the research question. As 

it stands, the results cannot be said to have significant validity to this study in their 

current inception.  
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6. CONCLUSIONS AND FUTURE WORK 

6.1. Introduction 

 The goal of this research was to explore whether or not it would be possible to 

find any statistically significant relationships between nations that have been the target 

of disinformation and their change in attitude towards the EU, therefore, in this chapter 

the implications of that research will be explored, as well as the conclusions that can 

be reached based on the current experiment design. Additionally, any limitations of the 

study design will be explored and considered, and finally, any further potential 

experiments based on the data already available will also be explained as well as any 

changes that would have been made in hindsight given the results following the end of 

the project.  

6.2. Problem Definition 

The formulation of this project began with the discovery of the 

EUvsDisinformation database in early 2022. A deeper dive into the academic work in 

the area of disinformation and propaganda followed. In that background research it 

was found that the majority of the work in this area is based on the freely available (at 

the time of writing) Twitter API34. The largest part of the academic work was devoted 

more to the application of complex mathematical approaches to probabilistic models of 

identifying disinformation in tweets in real time. While the background reading was 

taking place, the January 6th coup attempt took place in the United States which led to 

the inception of the research question. Rather than focusing on the tweets or other 

social media that was being spread leading to events such as January 6th, could the 

effects of these disinformation and propaganda campaigns be seen in the attitudes of 

the public being targeted by these campaigns? 

  

 Overall, the research question has been robustly tested utilising the data in this 

study. The conclusions based on the exploration of the data, the statistical analysis of 

the data in preparation for testing, the testing itself and the Machine Learning 

 
34 https://developer.twitter.com/en/docs/twitter-api 

https://developer.twitter.com/en/docs/twitter-api
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approaches attempted; suggest that this data does support the research hypothesis that 

there is a relationship between the nations targeted with disinformation and those 

whose attitudes changed regarding the EU. It is worth noting that there a minority of 

the utilised questions were not in support of the hypothesis, particularly question D78. 

However, as discussed in Chapters 3 and 4, that data was not particularly robust, and 

this may have been potentially due to the higher number of available responses to the 

survey question.  

 

 The Machine learning approaches did not offer significant additional 

information and a searching processing for additional datasets, as well as much greater 

focus on wrangling the data and overall study design would be needed to be able to 

ensure the validity of the Machine Learning results with the current data. While the 

preliminary results of those tests that seemed to be designed well enough to have any 

validity do seem to support the hypothesis, the results were of low quality, and, 

therefore, cannot be considered of an equal footing as the rest of the work.  

   

It seems reasonable at the conclusion of this work to reject the null hypothesis 

given the overlapping and consistent results seen in Chapter 5 when examining the 

four MANOVA and individual ANOVA results that were explored. There is solid 

evidence that there is a correlation between a member state’s exposure to 

disinformation and that member state’s change in attitudes towards the EU and its’ 

institutions as measured in the Eurobaromter survey between the years of 2015 and 

2022.  

6.3. Limitations 

 Apart from the limitations of the Machine Learning approach as explained in 

Chapter 5, there are some limitations of the current study design. Firstly, the selection 

of the specific questions, while not random, was an influencing factor on the results of 

the study. Given that one of the questions was on a lower statistical footing when 

examined in detail, it is possible that a different selection of questions would have 

generated different results. While data for Ireland was included as a control group, this 

was not as robust as selecting an equal number of member states as had been targeted 
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according to the EUvsDisinformation datasets. Had there been a 50-50 split between 

targeted and non-targeted nations, the results could have been altered significantly.  

 Secondly, there were several significant and unprecedented global events 

during the study period that could not be controlled for. While disinformation was 

undoubtedly an aspect of the social media environment during that period, the effects 

of the Brexit referendum, of COVID-19 as well as, to a lesser extent, the Trump 

Presidency, and the end of the Merkel era in Germany, could not be controlled for in 

this study. Their effects upon national attitudes towards the EU remain unknowable in 

this data given the current design.  

 Finally, the scale of the data proved massive. Given more time, or a team of 

researchers, the complexities and intricacies of the data contained in seven years of 

Eurobaromter data might be explored in greater detail. As it was, only the three most 

targeted countries and only the four most significant questions could be used to 

attempt to illuminate the research question.  

6.4 Design Choices  

 The inclusion of two datasets regarding disinformation was likely unnecessary. 

The EUvsDisinformation website provides much broader data than is initially visible 

on the public facing website. Had this data been scraped and wrangled, cleaned and 

explored, it would have perhaps provided data in much greater detail than was made 

available by trying to combine the two datasets together. Given that the Kaggle dataset 

was date limited, its inclusion proved to be costly in terms of time although it was 

arguably a somewhat independent confirmation of the data as found in the scraped 

data.  

 The Eurobaromter data proved extremely ungainly, and the initial research 

approach was concluded to simply be impossible given the time available. As explored 

in Chapter 4, the selection of the original questions as well as the cross tabulation of 

those question across all Eurobaromter years followed by the loading, wrangling and 

cleaning of the four questions that were used of the original 44 that had been selected; 

consumed the bulk of the time spent on this study by far. A more conservative 

selection of questions to focus only on those that directly had an influence on the 

research question would potentially have allowed a much greater examination of the 

selected questions in depth. 
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 Questions such as QA2a.7 (‘What are your expectations for the next twelve 

months: will the next twelve months be better, worse or the same, when it comes to...? 

The European Economy’.) had previously been selected, loaded into R, cleaned and 

prepared for further study only to then be rejected as the size of the data proved too 

great for the time available. Ultimately, those questions remain viable for future work 

based on this data, but they proved a significant time sink when measured in terms of 

their application to the research question. 

  There were two rejected approaches to the Eurobaromter data that could have 

proven fruitful. Firstly, the inclusion of an EU average based on the ‘UE28 EU28’ 

values on each Eurobaromter question would have illuminated larger scale trends and 

would have increased the robustness of the study overall. Secondly, an amalgamation 

of several nations with similar levels of disinformation into groups of three or four 

member states could have provided further insights into the implications of the data 

overall. Ultimately it was decided to use a single nation (Ireland) as the control group 

based purely on its not having been directly targeted with disinformation according to 

the EUvsDisinformation data, though many different member states fall into that 

category and a different selection could have drastically changed the results. 

Conversely, the choice of a member state that is not as familiar to the author may have 

meant that significant events that may have affected the data may not have been know 

about. In 2017 for example there was an election in France, it would be interesting to 

see if this affected French attitudes towards the EU. 

6.5 Future Work 

 The potential future work and possible applications of this data is extensive. 

The collection of Eurobaromter questions available is extremely broad and far reaching 

compared to the four questions that were utilised for this study. A wealth of data 

remains untouched and unexplored. Future work could easily include further questions 

in order to explore in greater detail the effects of disinformation upon member states’ 

attitudes.  

 Apart from the sheer number of available questions, a more comprehensive 

amalgamation of member states into clusters could be extremely interesting. There are 

any number of approaches that this data is currently capable of facilitating. For 
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example, do geographic regions have similar changes over time? Does disinformation 

targeting nations with similar linguistic structure such as Nordic languages or Latin 

languages tend to have similar changes in their attitudes? Do nations of similar GDP or 

population size have similar changes in their attitudes?  

 

Additionally, the EUvsDisinformation data is currently ideally suited to 

examine whether there a noticeable and meaningful increase in disinformation targeted 

at an EU Member State before sensitive referenda, and a similar decline in 

disinformation efforts following the referenda as seen by Howard and Kollanyi (2016).  

 

 This is also a potentially useful Machine Learning approach. Can clusters of 

nations be effectively and accurately identified using this data and do those clusters 

attitude’s change with one another over time? Additionally. comparing Supervised and 

Unsupervised Learning approaches may prove interesting in exploring the data. 

6.6. The Necessity of this Work  

Although must academic research has been focused on the identification and 

classification of tweets, very little work has tended to have focused on the Macro scale 

implications of disinformation and propaganda. This needs to change, while 

identification of disinformation is undoubtedly essential, a greater understanding of the 

effects of these efforts would significantly assist efforts to mitigate their effects. The 

identification of disinformation is not the overarching issue in terms of its detrimental 

effects, rather it is the insidious injection of doubt into the national and international 

discourse that is the most dangerous aspect. Those who stormed the Capitol building or 

who refused to wear a mask or feels themselves to be a sovereign citizen to whom the 

law does not apply, will not be swayed by having their tweets flagged as potentially 

harmful. But a deeper understanding of how disinformation and propaganda effects 

national discourse will go a long way to help fight against the effects of such 

campaigns. There was once a time where the most disingenuous ideas available only 

reached as far as the strength of a single person’s voice, but those messages have been 

adapted, packaged and constitute a targeted attack upon the world of western 

democracies. Bad ideas do not wither and die in a social media eco-system designed to 

maximise user engagement in order to extend their exposure to advertising. Rather that 
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creates a witch’s brew wherein those nations that seek to disrupt our way of life can 

easily disrupt the fragile health of our democracies.  

It is hoped that this work in some way helps illustrate how effective these 

efforts can be. It behoves us all to be careful of what we consume and share. We are 

the vector for this intellectual disease. 

 Thank you for your time. 
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APPENDIX A 

In this section, collections of images that were not included in the main body 

are presented. These images are included to ensure the completeness of the work 

overall, but they were felt to not be appropriate to the overall needs of the exploration 

and eventual testing of the data:  

Overlaid Density plots 

An overlaid density plotting schema was developed and written but the quality 

of the images was insufficient to warrant their inclusion.  
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Data Explorer Library 

The Data Explorer library35 was found to be an extremely powerful tool to assist in 

exploring the data but the results were impracticable for the study. The inability to 

modify the plots easily meant that the information displayed tended to not cover 

the detail that was required:  

 

 
35https://cran.r-project.org/web/packages/DataExplorer/vignettes/dataexplorer-

intro.html 

https://cran.r-project.org/web/packages/DataExplorer/vignettes/dataexplorer-intro.html
https://cran.r-project.org/web/packages/DataExplorer/vignettes/dataexplorer-intro.html
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The library also produced automatic Machine Learning, but it was felt that it was 

not fitting to submit this as work completed by the author: 
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Plot Means 

The gplots library36includes a feature that plots the means of the results of the 

statistical testing. These plots were felt not be conducive to the overall conclusions of 

the experiment. There plots themselves were lacking in detail and while they could be 

modified, it was felt that the main body had sufficient evidence of the results without 

adding these plots to each section.  

 
36 https://cran.r-project.org/web/packages/gplots/index.html 
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